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The kinetic theory of scattering by a circular homogeneous isotropic plasma cyclinder is treated for plane 
wave incidence parallel to the axis of the cylinder. The relativistic form of the Vlasov equation is inverted, 
subject to the specular boundary condition, expressing the electronic distribution function in terms of the elec­
tric field intensity, After inverting Maxwell's equations and eliminating the distribution function, a set of 
Fredholm integral equations of the second kind are obtained for the angular Fourier components of the electric 
field. Since for low temperature the Neumann series converges, the low temperature solution is easily obtained. 
The first order temperature corrections are thus derived for the reflection coefficients associated with the 
Fourier components. 

A significant amount of the analysis has been per­
formed on plasma scattering problems based upon the 
linearized coupled Maxwell-Vlasov or Boltzman equa­
tions. However, these problems have been limited to 
slab or half-space geometrics. The mathematical 
methods employed have been based either on Singular 
integral equations,1-3 Fourier transforms 4- 6 or 
series. 7 As such, these techniques were applicable be­
cause of the planar geometry involved. 

Here, nonplanar geometry is considered, where the 
kinetic theory of plane wave scattering by a plasma 
circular cylinder is treated. The plasma will be taken 
to be homogeneous and isotropic. The linearized pro­
blem will be considered, with frequency sufficiently 
high such that the ion motions may be neglected. 

The results in this paper will be mainly concerned 
with the case of the incident polarization being paral­
lel to the axis of the cylinder. Although, with this sim­
plification only transverse waves are produced in the 
plasma, it is important to investigate this case first, 
before the more interesting and more difficult case 
of the incident polarization perpendicular to axis is 
considered, wherein both transverse and longitudinal 
waves are induced in the plasma. 

As a first step, the Boltzmann equation will be inver­
ted, subject to the specular boundary condition. Be­
cause of the mathematical procedure used, the rela­
tivistic form of the equation is employed, and a colli­
sion term (corresponding to complex frequency) is in­
cluded. The basic reasons for the use of the relati­
vistic form (even for low temperature) and a colli­
sion term is to insure convergence. The nonrelati­
vistic form could be employed; but the domain of the 
velocity space will have to be compact. The relati­
vistic form insures this since it restricts the magni-

tude of the velocity to be less than the speed of light. 
The technique employed here to invert the Boltzmann 
equation is very general and is carried out initially 
for arbitrary cylindrical geometries with smooth 
boundaries. 

The distribution function is then given an explicit 
form for the case of polarization parallel to the axis 
of a circular cylinder, from which, the current is ex­
pressed in terms of the electric field. 

Maxwell's equations are inverted expressing E in 
terms of the current. The process employed, involves 
a Green's function closely associated with the corres­
ponding cold plasma or dielectric problem. Elimi­
nating the current from the two expressions, a set of 
one-dimensional Fredholm integral equations, of the 
second kind are obtained for the Fourier components 
(in the angular variable) of the electric field in the 
plasma. For the low temperature region, the integral 
equations may be solved by the Neumann series. 

Asymptotic results for low temperature are consi­
dered, and the asymptotic form of the first iterate to 
the integral equations are computed, yielding the tem­
perature correction to the electric field on the sur­
face of the cylinder, from which the reflection coeffi­
cients may be computed. 

The fundamental equations are Maxwell's equations 
[time dependence exp(- iwt) suppressed] 

v x E = iWJ.LoH, 

V x H = - iWEoE + j, 

(1) 

(2) 

where j, the current due to the collective motion of the 
plasma, is related to the electronic perturbed distri­
bution function j, by 
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j = - ec J {3ufdu. 

In the above equation, - e is the electronic charge, 
u is the reduced velocity, and {3 is given by 

{3 = (1 + u2 )-1/2. 

(3) 

(4) 

In combination with the above equations we have the 
relativistic Boltzmann equation (given by Clem mow 
and Willson) 8 

(- iw + v)f + {3cu' Vf - (elm c)E' Vufo = 0, (5) 

where the unperturbed distribution function fo is given 
by 

fo = nFo. 

exp[-A(1 + u2 )1/2] 
F - ---=-------,--------=-

o - [(47T/A)K2 (A)] 

mc2 

A=--. 
kT 

(6) 

The geometry of the problem under consideration will 
be specified in terms of cylindrical polar coordinates 
(r, e, z). The plasma will be contained in the circular 
cylinder r ::::: a, which is imbedded in free space, thus 
f and j will vanish for r > a. 

Radiation will be incident normally to the plasma cy­
linder, producing a scattered field in the domain 
r > a, and an induced field in the plasma cylinder. 
The quantities E, H, and f will thus be independent of 
the z variable, and the problem reduces to two dimen­
sions as far as the spatial variables are concerned. 

INTEGRATION OF THE BOLTZMANN EQUATION 

The first step in the analysis will be to invert Eq. (5) 
for r < a expressing f in terms of E such that the dis­
tribution function f satisfies the specular boundary 
condition at r = a. This will be done for arbitrary 
polarization of E. An explicit expression for f for the 
case where E has only the z component (corresponding 
to the polarization of the incident radiation being paral­
lel to the cylinder), will then be presented. 

Set 
Vufo = -ufo, 

g = neFolu r {3mc2 , 

CJ = (w + iv)/{3cu r , 

where the velocity u is expressed in cylinder polar 
coordinates (un 1>u, U z) in velocity space, with u r = 
u - U z i z • Equation (5) becomes 

(7) 

(8) 

(9) 

- iCJf + ur • Vf = - U· Eg, (10) 

which can be directly integrated by transforming the 
equation into a first order ordinary differential equa­
tion through the transformation of the variables (x, y) 
to (~, 1) such that the ~ axis lies along the direction 
of the vector ur • The result is 

f (x, u) = eialf (xo, u) - gfol eiatu' E (x - Dr t)dt, (11) 

where 
x = Xo + lur • 

For a fixed x and u, the point Xo lies on the line pass­
ing through x in the direction of the vector - u r • The 
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point Xo will be specified by requiring it to lie on the 
cylinder r = a, such that the direction of the vector 
x - Xo is given by un in which case 1 is positive. 
Essentially Xo is found by tracing back from the point 
x, along the velocity ray ur to the surface. Thus the 
unknown function f (xo, u) is the velocity distribution 
at the point Xo on the surface. This quantity will be 
determined through successive applications of the 
specular boundary condition, which at an arbitrary 
point a on the surface is given by 

f (a, u) = f (a, u*), 

u * = u - 2 (n . u)n, 

where n is the local unit outward normal to the sur­
face. The technique to be given here corresponds to 
tracing back the reflected rays undergoing multiple 
reflections and is applicable to smooth cylindrical 
geometries of arbitrary cross section. 

As a first step to determine f (xo, u), the specular 
boundary condition will be applied at the point xo' 

f (xo, u) = f (xo, u l ), 

u l = U - 2 (no ·u)no' (13) 

Then tracing back the rays (in the direction - u l ) 

from x o, to the point Xl on the surface, the following 
expression is obtained from Eq. (11) with appropriate 
substitution: 

(14) 

where 11 is the distance between points Xo and xl' 

Similarly apply the specular boundary condition at the 
point xl> as follows: 

f(xl> u l ) = f(x, u2 ), 

u2 = u l - 2(n·ul )ul , 

where n is the local unit outward normal at Xl' u l is 
the reflected velocity vector corresponding to the in­
cident vector u2 at Xl' Repeating the process of 
tracing back along the ray (- u2 ) to the point x2 , one 
obtains 

where 12 = IXI - x21. 
The whole process is repeated for n reflections. 
Thus one obtains the following set of equations: 

ial n 11 iat n f(xn_l,un)= e nf(xn,u) -g on e u'E 

X (Xn - l -u~t)dt, (15) 

f(x n , un) = f(xn, u n +l ). (16) 

Combining the resulting equations, we obtain 

11 i at m ( ~ m )d 
X 0 m e U' E X m - l - U r t t, (17) 
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where 

Lm = 11 + 12 + + 1m , m'" 0, Lo = 0, m =0 
(18) 

Since 

real Ci == (lic)[(1 + u; + u~)/u~J1/2, 

it is seen that if 1/ > 0, real Ci < 0, over the complete 
domain of velocity variables (u r , uz). If the nonrela­
tivistic form of the Boltzmann equation was employed, 
real Ci would vanish, unless a cutoff in the velocity 
space v was required (Le., integration restricted to a 
compact domain in velocity space). The relativistic 
form automatically ensures the cutoff with Iv I < c. 
Thus, for v > 0, it follows that n -- co, 

~ i aL 1 11 i at m f(x o, u) = - g Li e m- me u· E 
md 0 

X (X m - 1 - u;t)dt. (19) 

The summation can be expressed in terms of an inte­
gral along the multiply reflected rays. Set s as the 
vector directed back along the rays, with magnitude 
corresponding to the arc length along the rays from 
xo' The above expression has the form 

f(xo,u) = --guz1oCO eiasEz(xo + s)ds (20) 

for polarization parallel to the cylinder, and the form 

(21) 

for polarization perpendicular to the cylinder. This 
result holds for cylinders of arbitrary smooth cross 
section. 

Returning to the case of polarization parallel to the 
axis of a circular cylinder, Eq. (19) can be expressed 
in a more explicit form. First, for a circular cylin­
der, the segments leave equal lengths, Le., 

11 = 12 == 13 = • •. = L, 

Lm == (m I)L. 

Because of symmetry, the integral on the segment 
from x m - 1 to x m ' given by 

J: e iat Ez(r'(t), e(t,m»dt 

(where polar coordinates are employed), can be placed 
in the form 

10L e iat Ez(r'(t), 2(m -1)y + e(t»dt, 

where 2y is the angle subtended at the origin by the 
line segment, and e(t) corresponds to the angular 
pOSition of the point in the segment (xo, Xl)' Employ­
ing a Fourier Series representation for Ez, the re­
sulting expression can be summed over the index m 
to give a closed form result. Changing the variable 
of integration t to r' , the final form for f (xo, u) is 
given as follows: 

ig ~ inS 
f(xo,u) = -41i f:-i Rn(y)e O[sin{Cia siny 

n--oo 

where 
coslJ;e- inS' 

Rn{Y) = ± 2U z JL -----­
(r' 2 - a2 COS2y) 1/2 

-1 
ny)J , 

(22) 

X E z (r', e')H{ r' - a I COSy i) dA', (23) 

where the plus or minus sign is taken according as 
siny is positive or negative. The function H is the 
Heaviside step function. The angle y is given by 

(24) 

where eo is the angular cordinate of xo' In expression 
(23) lJ; is given by 

lJ; ;=: ± Ci(r'2 a2 cos2y)I/2 n arccos [(air') COSy], 
(25) 

the appropriate sign being taken according whether 
siny is positive or negative. It can be shown that the 
above series is uniformly convergent in 8 and y. 

The results can be summarized as follows: For pola­
rization parallel to the axis of the cylinder, the distri­
bution function has the form 

- ig co Rn (y)e inso 
f(x, u) = - e ia1 2; 

4n n=-oo sin(aa siny - ny) 

where 
+ g 10-1 e-iatuzEz(x + urt)dt, (26) 

y = CPu 80 - in, (27) 

and 80 is the angular coordinate of xo' To complete 
the expression we need to determine I and eo in terms 
of the coordinates (r, 8) of X and the angular coordi­
nate CPu of u. 

It can be shown from geometry that 

sin(cpu - eo) = (ria) sin(cpu - e), (28) 

cos(CPu - eo) - [1 - (r2Ia2) sin2(cpu - 8)]1/2, (29) 

1 = r cos(¢u - 8) + [a2 r2 sin2(cpu e)]1/2. 
(30) 

EXPRESSION FOR THE CURRENT 

The current will be evaluated in terms of E for the 
case where the polarization is parallel to the axis. In 
this case, we have 

j z = - ec J {3u zfdu, 

where f is given by Eq. (26). The current will be de­
composed into the parts 

00 

jz = 2; jn + j'. (31) 
n=-CO 

The component j' is given by 

j' ;:= (- e2nlm c) J (u;/u r ) Fo 101 
e- iat Ez(x + urt)dtdu. 

(32) 

Integrating with respect to the ¢u variable first, we 
find that with the substitutions CPu + 7T ;:= lJ;, t = - R , , 
x = x + coslJ;R, and y' = y + sinlJ;R, 

102n d CPu 10-
1 e- i at E z (x + Ur t) dt 

;=: - JA (eiaRIR)Ez(x')dA', (33) 

where R = Ix - x' I is the distance between the obser­
vation point x and the point x' of integration. The in­
tegration is taken over the disc 0 ::; r' ::; a. The com­
ponent j' is thus given by 
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j' (x) = (e2n/m c) ~ M (R)Ez(x') dA', 

where 

M(R) = 2 IaooIaoou;Fo (e-iaR/R)duzdur 

and 

R = Ix -x'). 

(34) 

(35) 

(36) 

The remaining components jn , given by the relation 

. 2 F' R ( ) in% + i aid . _ ~ J Uz 0 n Y e u 
I n - 4 . (. ) 

(37) 
rrm c u r sm OIa smy - ny 

can be reduced to a more symmetric form. The para­
meters eo, 1, yare functions of ¢u and e, and Rn (y) is 
given by Eq. (23). As a first step, the variable of in­
tegration ¢u will be replaced by I: 

r sin(¢u - e) = I, 
r cos(¢u - e) = ±(r2 - 12)1/2, 

(38) 

where the plus and minus signs occur for the domains 
trr+es ¢us trr+eandtrr+es ¢us~rr+e,re­
spectively. The range of the variable I is from - r to 
r. From Eq. (27) and (29), it follows that 

a siny = - a cos(¢u - eo) = (a 2 - 12)1/2, 

a COSy = a sin(¢u - eo) = I, 
(39) 

and 1 = ±(r2 - 12)1/2 + (a 2 - 12)1/2, 

where the appropriate sign chosen depends upon the 
original domain of the ¢u variable as indicated above. 

From Eq. (23), we have 

Rn(Y) = 2uzJfA[costJ;(r')e-inw/(r'2 -t2)1/2] 

x Ez(r', e')H(r' - 1/1)dA' (40) 

with 
tJ;(r') == 0I(r'2 - 12)1/2 - n arccos(t/r'). (41) 

If we employ Eq. (41) to define tJ;(r') as a function of 
r', it follows that 

tJ; (a) = OIa siny - ny, (42) 

neo + 011= ne -ny + n(¢u - e - ~rr) + 011 

= ne + tJ;(a) ± tJ;(r), (43) 

where the sign is chosen according to the domain of 
r, it follows that 

Rn (y)e i~(a) 

(r2 - 12)1/2 

costf.;(r) 
x dt, 

sintf.; (a) 

and combining (37), (40), and the above results, we 
have 

jn = (ie 2n/rrmc) fAEz(r', e')ein(e-e')Mn(r, r')dA', (44) 

where 

(45) 
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where 10 = min(r, r'). 

It can be shown that Mn (r, r') has a logarithmic type 
singularity when r approaches r' , provided that nei­
ther r or r' equals a. If r = a, then Mn (a, r') has a 
singularity of the type (a 2 -r'2)1/2. 

INTEGRAL EQUATION 

The results of the preceding section where the cur­
rent is expressed in terms of the electric intensity, 
may now be combined with Maxwell's equations to 
yield an integral equation for E. Maxwell's equations 
for polarization parallel to the axis of the cylinder re­
duce to 

where j z vanishes for r > a. If E i is the incident 
field, the above may be integrated directly to yield 

(46) 

Ez(xo) = E~ (xo) - twJJ.o fA H~l)(kRo)j z(x) dA, (47) 

where Ro = Ix - Xo I and H~l)(kRo) is the Hankel func­
tion of order zero. Combining this with the following 
result derived from the previous section 

j z(x) ::= (e 2n/mc) ~ [M(R) + (i/rr) 6 ein(e-w) 

x M(n)(r, r')]Ez(x'} dA', (48) 

we obtain a set of coupled integral equations, from 
which either E z or j z may be eliminated. Elimination 
of j z' yields an integral equation for Ez, whose kernel 
is expandable in terms of a Fourier series in the e 
variable, thus reducing the problem to a set of inte­
gral equations of one variable. However the resulting 
equations appear not to be amenable to solution or 
asymptotic approximation. Instead of this approach, 
we will use a modified technique, working directly 
with the Fourier components of E z • Setting 

n=-oo 

Eq. (47) reduces to 

L(r o, k)E
n = - (iwJJ.oI2rr)J:rr e-inBOjz(xo)rodeo, 

where the operator L( r 0' k) is given by 

L(r k) = ~ (r~) + (k2r -~) , dr dr r • 

(49) 

(50) 

(51) 

An incident field of the form of plane wave excitation 
will be taken 

E i ( ) _ ikxo _ ~ Xo - e - L..J 
n=-C() 

(52) 

By requiring that the tangential electric and magne­
tic field (Le., partial derivative of E with respect to 
r) be continuous across r ::= a, one obtains the follow­
ing nonhomogeneous boundary condition for En(r), 
associated with the above incident field, 

where the prime indicates differentiation with res­
pect to the variable r. 
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The system given by Eqs. (50) and (53) will be inver­
ted after first modifying Eq. (50) as follows: 

L(r o' k1)En;:::: (kI - k2)roEn(ro)- (iwllol2rr) 

r2rr -ineo ' ( ) d n 
x Jo e J z Xo r 0 uo, 

where 
2 2 

k1 ;:::: k €(A), 
w 2A2 

€(A) ;:::: 1 - -~p-­
w(w + ill) 

(54) 

In the above relation w p is the plasma frequency, and 
K2 is the modified Bessel function. When A --> 00, it 
can be shown that 

€(A) ~ 1 - [w~/w (w + ill)][l - (5/2A) + ... ]. (57) 

Thus in the limit of zero temperature (A ;:::: 00), €(A) is 
the relative dielectric constant of the plasma medium. 
Hence inversion of Eq. (54) with respect to operator 
L(r 0' k1 ) will produce an integral equation which re­
presents a perturbation about the cold temperature 
limit. 

The following Green's function related to the opera­
tor L (r 0' k 1) and satisfying the homogeneous boundary 
condition corresponding to Eq. (53) will be employed: 

G(r,ro);:::: iirrJn (k1rJ Zn (k1r», 
(58) 

_ A ;:::: H~1)(k1 a)H~l)'(ka) - H~l)' (k1a)H~1)(ka) 
n 

In the above, the notation r< and r> is used to indicate 
r<;:::: min(r,ro) andr>;:::: max(r,r o)' Equation (54) 
may now be inverted to yield 

Cn ;:::: I n (k1a)H~1)'(ka) - J~ (k1a)H~1)(ka) 

R(ro) ;:::: (k~ - k2)roEn(ro) - (iwllol2rr) 

j 2rr -ineo . ( ) d 
x 0 e J z Xo r 0 eO' 

(60) 

(61) 

From Eqs. (48) and (61) the integral term on the right­
hand side of Eq. (59) may be placed in the form 

.r G(r, r o)R(r 0) dr 0;:::: .r r' En (r')[N1 (r, r') 

+ N 2 (r, r')] dr', (62) 
where 

N1(r,r');:::: (2ww~/c3).rMn(ro,r') 

x G(r,ro)rodro, (63) 

N 2 (r,r');:::: (kI - k 2)G(r,r') - (iwwVc3) 

X loa1a2n G(r, ro)M(R)e-introdl:,dro (64) 

with R2 ;:::: r2 + r'2 - 2rr' cosr;. 

The Fredholm integral equation of the second kind is 
thus obtained: 

En(r) ;:::: (2i/rraCn) I n (k1r) -loa r'[N1 (r, r') 

+ N 2 (r,r')]En(r')dr'. (65) 

It can be shown that the kernel is bounded. Briefly, 
this follows first of all from the requirement that, to 
invert the differential equations, restrictions are 
placed upon the parameters k, etc., such that the solu­
tion of the associated homogeneous equation with ope­
rator L(r, k1) and the homogeneous boundary condi­
tions is unique, in which case the Green's function 
exists, and is bounded as well as being continuous 
(Le., the constant Cn does not vanish). Secondly, the 
functions Mn(r 0' r') and M(R) have integrable singu­
larities in their respective domains of integration in 
the expressions given by Eqs. (63) and (64). 

We shall not be concerned here with obtaining esti­
mates of the eigenvalues or eigenfunctions of the in­
tegral equation, which would correspond to the natural 
transverse plasma modes in a cylinder. For present 
purposes, the solution to the integral equation obtained 
by the Neumann series, which is valid if the norm of 
the integral operator is less than unity, will be con­
sidered. Instead of making estimates on the norm, 
use will be made of the fact (as shown in the next sec­
tion) that the kernel vanishes as A --> 00. Hence in the 
low temperature region, the iterative solution is va­
lid. Low temperatures corrections at least, to the 
scattered or total field can be obtained by the itera­
tive procedure. The asymptotic behavior of the first 
iterate, given by 

En(r) ;:::: (2i/rraC n){Jn(k1r) - faa r'[N1 + N 2 ] 

x In(k1r')dr'} (66) 

will be obtained in the next section. 

Once the solutions have been found, the reflection co­
efficients associated with the scattered wave may be 
computed. If the total field outside the cylinder is 
given by 

00 

E(r, e);:::::0 eine[Jn(kr) + RnH~l)(kr)], (67) 
n~-oo 

the reflection coefficients R n may be obtained from 
the solution for En(r) at r ;:::: a as follows: 

Rn;:::: [En(a) - In(ka)]/H~l)(ka). (68) 

ASYMPTOTIC SOLUTION 

To determine the asymptotic nature of the kernel of 
the integral equation and the corresponding iterated 
solution in the limit of zero temperature, i.e., A --> 00, 
we will consider integrals of the form 

M (R);:::: roo du 100 
du F' u 2 a- me iaR (69) m Jo r -00 z 0 z • 

The asymptotic behavior for m ;:::: 0 is given in Appen­
dix A. In a similar manner it can be shown that when 

A-1/2 « I[w + ill)/CA]R 1« 1, 

the above integral has the asymptotic form 

(l/6rr)A 1 / 2 -m/ 2 (W + ill/C)-mt m/ 3 

xexp(- e- in/3 t 2/3_ imrr/6), 

where t ;:::: (w + ill)A1/2R/ c. 

This implies that the dominant contribution to inte­
grals containing the product of the function Mm and a 
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slowly varying function (with respect to A) will arise 
from the neighborhood of the point R == O. Because of 
the factor A - m/2, the integrals containing M m in the 
integrand will be essentially of higher order in A than 
those that contain M m _1 ,Mm - 2 , etc. To make use of 
this, we will integrate the integrals containing M m in 
the integrand repeatedly by parts to produce higher 
order terms. The actual process of integration by 
parts will be performed in a different manner for the 
components N1(r,r') and N2 (r,r') of the kernel. 

The process of interation by parts for N 2 (r,r') will 
be achieved through the following identity: 

L. (eiaR/R)¢(xo)dA == (2irr/ a)¢(x') - (i/ a) 

x is (e iaR/R)¢ (xo):R . nds 

+ (i/ a) fA eiaR/RR' Vo¢dA 

for a function ¢ which is continuous in the domain A 
with boundary S. In the above, ~o is the variable of 
integrable, x' is a fixed point, R = (xo - x')/R, and 
n is the unit outward normal to the boundary S. By 
applying the above repeatedly one obtains 

J e iaR 
¢(xo)dA ~ 2irr ¢(x') _ irr V2¢(x') 

A R a a 3 

- i 1 e
iaR n'R (¢ - ~ ~) ds, (70) 

a s R La BR 

where higher-order terms are neglected. The above 
result will be applied to the integral involved in the 
expression for N(r, r') given by Eq. (64), namely to 

(- iww~/ c 3 ) f G(r, r o)M(R)e-inr,dA, 

where the domain of integration with respect to the 
variables (r 0' ~) is the disc 0 :s r 0 :s a. By setting 
¢ == G(r,ro)e-inr, and recalling expression (35) given 
for M(R), application of (70) will yield the form 

N2 (r, r') == N~ + N~ + N~, 

where N~ represents a boundary (r 0 = a) type of con­
tribution, N~ represents a contribution from the 
neighborhood of the point R = 0, and N~ represents a 
contribution from the discontinuity in the derivatives 
of G (arising from the boundary r 0 = r). It can be 
shown that the leading terms of the appropriate ex­
pressions are given by 

N~(r,r')== -ww~ a(G(r,a)B1(a,r') 
c 3 

BG(r, a) ) 
+ i B2 (a, r') , (71) 

Ba 

N~ (r, r') == 
-iww2 
---,--P B 2 (r,r'), 

c 3 
(72) 

where 
Bj(r,r') == 1a2n d~ ~;r, (r -r~ cos~) j Mj(R) 

(73) 
with 

R2 == r2 + r'2 - 2rr' cos~. 

The remaining term has a component which cancels 
out the first term in the right-hand side of expression 
(64) for N 2 (r,r') and, thus, is given by 
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Ng (r, r') ~ (wwV C3) 7Tk~M3(0)G(r, r'). (74) 

With the comments made initially about the asympto­
tic behavior of M1(R) andM2(R), etc., and from the 
asymptotic relation 

(75) 

it is seen that the component N2 of the kernel tends to 
zero as A --) CJJ • 

Before investigating the asymptotic behavior of N v 
the asymptotic behavior of the first iterate of the 
solution of the integral equation for N2 component of 
the kernel will be obtained for r == a. We will need to 
consider integrals of the form 

Sa N (a r')J (k r')r'dr' o 2' n 1 • (76) 

First it can be shown from the Wronskian relation 
for the Bessel functions that the combination N~ + N~ 
at r = a, reduces to 

N~(a, r') + N~(a, r') 

= - (wwV c3) i rri aZ n (k1 a){B 1 (a, r')J n (k1 a) 

+ iJ~ (k1a)B2(a,r'). 

Inserting this expression into (75), it is seen that the 
following integrals 

faa Bj(a,r')Jn(k1r')r'dr', j = 1,2, 

have to be asymptotically evaluated. The technique 
for doing so is similar in manner to the technique to 
obtain the asymptotic behavior of N2 (r,r'). However, 
in this case Eq. (69) has to be modified since the point 
given by R == 0 lies on the circle r' == a. The details 
will not be given here; but it can be shown that 

+ irrM3(0)J~(kla), 

sa B 2(a,r')Jn(k1r')r'dr' ~ irrM3(0)Jn(k1a); 
o 

hence, we have 

laa(N~ + N~)Jn(klr')r'dr' ~ (ww1/c3)rraZn(k1a) 

x [J n (k1 a)]2M2 (0). (77) 

The remaining integral involving N~ given by Eq. (74) 
is evaluated by direct integration and yields 

Iaa Ng (a, r')J n(k1r')r'dr' ~ (wwV c3)h1T2 

x M 3(0)Zn(k1a){J;(k1a)[(k1a)2 - n 2] 

+ a2[Jn(k1a)]2}. (78) 

We will now return to a brief discussion of the asymp­
totic behavior of N 1 (r, r') as A -'> CJJ and, in more de­
tail, of the contribution of Nl to the first iterate. Re­
call that N 1 is given by 

N1(r,r') == (2wwVc3)laaMn(ro,r')G(r,ro)rodro, 

where Mn is given by expression (45). The integral 
representation for Mn contains the term exp(ilfi(a))/ 



                                                                                                                                    

KIN E TIC THE 0 R Y 0 F S CAT T E R I N G B YAP LAS MAC Y LIN D E R 1449 

simjl(a) in the integrand, which for II c;r. 0 and I t I < a, 
can be expanded in the convergent series 

00 

e i l/i(a)[simjl(a)]-l = - 2i L; exp[i(2m + 2)1/I(a)]. 
m~O 

With the expansion of the term cosl/l (r) cosl/l (r') in 
the integrand into exponential components, the domi­
nant contribution of the product is given by 

e il/iCa)[ cosl/l (r) cosl/l (r')/ sinl/l (a)J ~ expi[2l/1 (a) 

-l/I(r) -l/I(r')J, 

since the exponent on the right-hand side contains the 
quantity 

a[2(a2 - t2)112 - (r2 - t2)1/2 - (r'2 - t 2)1I2]. 

Referring back to the asymptotic analysis of integrals 
given by Eq. (69) and ignoring for the present the 
square root factors in the integral for Mn will be ex­
ponentially small except in the neighborhood of the 
boundary r = a, r' = a, and the dominant part of the in­
tegral arises from around I t I = a. Thus Mn is essen­
tially a boundary type term. The asymptotic behavior 
of N 1 can be obtained through integration by parts 
with the variable r 0' such that factors 1/ a are intro­
duced in the integrand. As is seen from the previous 
discussion, introduction of higher-order terms in a-I 
produces higher-order terms in A-1/2. 

The asymptotic behavior of the first iterate 

La N 1(a,r')Jn(k1r')r'dr', 
o 

(79) 

where 

N1 (a, r') = (2ww~/ c 3) ·hIT Zn(k1a)1a
a 
Mn(r 0' r') 

x I n(k1r')r'dr' 

will be considered in more detail. Substitute in the 
integral representation for Mn and change the order 
of integration. Expression (79) then becomes 

(wwp2/c 3)iITZn(k1a) Joo dUr Joo duzu~Fo 
o 0 

x r: dt e i~(a)[Pn (t))2 / sin1/l(a), (80) 

where Pn(t) = fa r cosl/l(r)/(r2 - t2)1/2Jn(k1r)dr. 
I tl (81) 

Next, the expression for Pn (t) will be integrated by 
parts twice using the relations 

r cosl/l(r) _!. d sinl/l(r) + ~ cosl/l(r) 
(r 2 -t 2)1I2- a dr or (r 2 -t 2)1I2' 

cos,f'(r) nt. 1 d 
sinl/l(r) = '¥ + -- sml/l- --

a(r2_t2)1/2 ar2 ardr 

x [(r2 - t2)1/2 cosl/l] 

to obtain 

Pn(t) ~ (1/a) I n(k1a) sinl/l(a) + (1/aa 2)(a2 - t 2)1/2 

cosl/l(a)J~(k1a) + (nt/a~)Jn(k1a) sinl/l(a) 

+ O(1/Ql3). 

Squaring Pn (t), and retaining teams in 0 up to QI-3, 

we have 

f
a eil/i(a) iaJ 2(k 1a) 
__ [P (t)]2dt ~ ----.:n'--=_ 

-a sinl/l(a) n a2 

+ an J~(k1a)J~(k1a)+-.!.. r dtei21/i(a>jU). 
2Q13 Ql2 -a 

(82) 

It can be shown that the last term yields a contribu­
tion the order of 0'-4 and hence neglected. Finally, 
by inserting expression (82) into (80), the asymp­
totic behavior of the first iterate (79) is given by 

(wwF/c3)naZn(k 1a)J,z (k 10)[-M 2 (0)J,z (k 1a) 

+ ~inM3(0)J~(kla)]. (83) 

By combining this with Eqs. (77) and (78), the follow­
ing is obtained: 

r [Nl (a,r') + N2 (a,r')] I n (k 1r')r'dr' o 
= ~ in2 (wWF/c 3)M 3 (O)Zn (k la) Q (a), 

Q(a) = [aJ~(kla) + I n(k 1a))2 

+ J~(k1a)[(k1a)2 - n 2 - 1]. (84) 

From Eq. (66), the first-order temperature correc­
tions to the nth Fourier component of the field on the 
field on the surface is given by 

2i ( inww
2 ~ En(a) =-- In(k1a)- : Zn(k1a)Q(a) ,(85) 

naC n i\.4(w + n'}3 

where the asymptotic form of M 3 (0) given by Eq. (75) 
is employed. The reflection coefficients can now be 
computed from (85) and (68). 

It can be shown that expreSSion (85) is equivalent to 

En (a) = [2iJn (k2a)/ITaCn (k2a)] + O( ( 2 ), (86) 

where 

k2 = k 1(1 + 6), 6 = - w~w/2(w + ill)3i\., 

and Cn (k2 a) is obtained from Eq. (60) with kl re­
placed by k2 • This is shown by expanding the above 
expreSSion out in a power series in 6. Thus as the 
first temperature correction is concerned, the plasma 
behaves like a dielectric with relative dielectric 
constant E (i\.)(1 + 6)2, where E(i\.) is given by Eq. (56). 

The reflection coefficients can now be computed 
from (86) and (68). 

FORMAL ASYMPTOTIC EXPANSION 

For polarization parallel to the axis of the cylinder, 
the technique employed in the previous section on the 
asymptotic solution to the integral equation, suggests 
a more formal but straightforward asymptotic ap­
proach. Namely the solution of the Boltzmann equa­
tion given by Eqs. (11) and (19), can yield a formal 
asymptotic series in inverse powers of QI, by inte­
grating the integrals by parts a sufficient number of 
times. The asymptotic properties of such a power 
series when integrated with respect to the velocity 
variables is made use of in the preceding section. 

By integration by parts, we obtain 
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f (x, u) ~ (g/ i 0') l: (iO'tn{(u y ' v)nE(x) 
n~O 

+ ei<>Z[(u;·v)n - (uy·v)n]E.(xo) 
+ e i<>Z+i exl] [(u;.v)n - (u;·v)n]E Z (Xl) + ... }. 

For smooth convex shapes such as the circular cy­
linder, the contribution from the point X need only be 
considered when X is sufficiently far from the boun­
dary. When x is close to the boundary, we need to 
consider the contribution due to the point Xo on the 
boundary, corresponding to the point of the first re­
flected velocity ray. The contribution due to the other 
points xl' etc., could be neglected. A simplification 
occurs by noting that 

u; = uy - 2(uy 'n)n, 

where n is the unit outward normal to the surface at 
xo' In this case 

(u.;·V) - (uy 'V) = - 2(uy 'n) ~. an 
Such a formal asymptotic expansion could be used at 
least for polarization parallel to the axis, for a non­
homogeneous plasma (but uniform with respect to the 
z variable). However, the case of the other polariza­
tion should be investigated first since longitudinal 
waves will have to be taken into account, and such ex­
pansions as above will have to be modified. This 
problem will be more difficult to handle since it is 
a singular perturbation problem. 

CONCLUSION 

It has been shown, employing kinetic theory, that the 
problem of scattering by a homogeneous circular 
plasma cylinder for polarization parallel to the axis, 
is reduced to a set of one-dimensional Fredholm in­
tegral equations of the second kind, for which the 
Neumann series converges for low temperature. The 
first-order temperature correction to the field on the 
surface is computed, from which the reflection coef­
ficients may be obtained. The analysis could be ex­
tended to examine further the asymptotic approxima­
tions to the kernel and obtain estimates of the eigen­
values. However, of more importance would be to ex­
tend the analysis to the case of polarization perpen­
dicular to the axis, in which case both longitudinal 

1 B. U. Felderhof, Physica 29,662 (1963). 
2 J. J. Bowman and V. H. Weston, Phys. Fluids 11, 601 (1968). 
3 V. H. Weston, Phys. Fluids 10, 632 (1967). 
4 E. C. Taylor, Phys. Fluids 6,1305 (1963). 
5 E. C. Taylor, Radio Sci. 69,735 (1965). 

J. Math. Phys., Vol. 13, No. 10, October 1972 

and transverse waves are included in the plasma. 
This problem should be reducible in a similar man­
ner to two coupled integral equations. 
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APPENDIX A 

The asymptotic form of M(R) will be obtained for 
,\ ---7 OCJ. From Eqs. (6), (7), and (35) we have 

21TK2(,\)RM(R) = ,\2100100 
exp[iO'R - '\(1 + u2)1/2] 

o 0 

x u~(1 + u2)-1/2du y du
z

• (AI) 

Integrate by parts with respect to u. , and employ the 
resulting expression for the modified Hankel function 

(1 + u~)1/2Kl(q(1 + u~)1/2) = 1ooo
exp[iq(1 + u2)1/2]duz 

to reduce (AI) to 

21TK2(,\)RM(R) =,\21000 

(1 + u~)1/2 

x K1[ q (1 + u~)1/2]1 q du y , 

where 
q ;::,\ - i[(w + iv)/cuy]R. 

For,\ » 1, the above expression becomes 

RM(R) ~ ,\ 5/2e A 100 (1 + u2)1/2 
21T 0 q3/2 

(A2) 

x exp[- q(1 + u2)1 /2]du. (A3) 

Saddle-point techniques may be employed to evaluate 
the integral when I w + i viR» C'\ 1/2. The saddle 
point occurs at U o lying in the fourth quadrant, where 

u~ = - i[(w + i v)/ c,\)R; 

when luo I « 1, the saddle-point approximation to 
(A3) becomes 

RM (R) ~ ,\ 1/2 (61T)-1/2 exp(- e- in 13t2/3), (A4) 

where t = (w + iv),\1/2RI c. 

6 V.D.Shafranov, Zh. Eksp. Tear. Fiz.34, 1475 (1958) [SOY. Phys. 
JETP 7, 1019 (1958)1 

7 C. T. Swift, thesis (William and Mary, 1969). 
8 P. C. Clemmow and A. J. Willson, Proc. Roy. Soc. (London) A237. 

117 (1956). 



                                                                                                                                    

Lagrangian Density for Perfect Fluids in General Relativity 
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A previously discussed variational principle for a perfect fluid in general relativity was restricted to irrota­
tional, isentropic motions of the fluid, It is proven that these restrictions can be dropped, and the original 
variational principle can be generalized to general motions of the perfect fluid, The form of the basic Lagran­
gian density is unchanged by these generalizations, An Eulerian fluid description is used throughout. As a 
by-product of our variational principle, the 4-velocity is required to have the generalized Clebsch form. 

1. INTRODUCTION 

In general relativity one often uses a perfect fluid 
energy-momentum tensor to represent the sources 
of the gravitational field. The derivation of the equa­
tions of motion from a variational principle is com­
plicated in this case by the constraint equations satis­
fied by the fluid variables. Several variational for­
mulations have been discussed in the literature. 1 - 4 

In a presentation we gave some time ag03 we con­
structed a Lagrangian and formulated a variational 
prinCiple for isentropic (constant entropy) motion 
of a perfect fluid in general relativity. In the pre sent 
paper we show that our original variational principle 
describes only irrotational, isentropic motions of a 
perfect fluid and we generalize the variational prin­
ciple so that it describes general motions of a per­
fect fluid. Our generalization does not change the 
form of the basic Lagrangian density, but adds further 
constraint equations which must be satisfied 

2. THE ORIGINAL VARIATIONAL PRINCIPLE 

Let p be the rest density, Ui the Euleri:ln 4-velocity, 
E the rest, specific internal energy, and s the rest, 
specific entropy associated with the fluid. 5 In gen­
eral, a perfect fluid has two thermodynamic degrees 
of freedom which we choose to be p and s. In the 
isentropic case, s is a constant, and all thermodyna­
mic variables can be written in terms of p. The basic 
Lagrangian density given in Ref. 3 is 

where c is the speed of light and k is the Newtonian 
gravitational constant. The first term c1(- g)1/2R is 
the Lagrangian density for the vacuum gravitational 
field, and - c 1 (- g)1/2p(C2 + E) is the Lagrangian 
density for the fluid. Setting 

F = - p(c2 + E), 

we have 

Ll = c1 (- g)1/2R + c- 1(- g)1/2F. 

(2.2) 

(2.3) 

The fluid variables satisfy the following constraint 
equations: 

(pUi);i = 0, (2.4a) 

(2.4b) 

where the semicolon denotes covariant differentia­
tion. Equation (2. 4a) expresses conservation of 
mass, and Eq. (2. 4b) is the usual kinematical con­
straint on the 4-velocity. The Lagrangian density we 
must consider is3 

L2 = L1 + (- g) 1! 2>"1 (gikUiUk + c 2) 

+ (- g)1!2>"2(pUi);i' (2.5) 

Variation of the action associated with L2 with re­
spect to variables gik'P, Ui, A1> A2 yields the equation, 
of motion 

(2.6a) 

(2.6b) 

(2.6c) 

(2.6d) 

3L 2 
- = 0 = >(pUi) .. = O. 
3i\2 .' 

(2.6e) 

Solving Eqs. (2. 6b)-(2. 6e) yield the following equa­
tions for the multiplier s A 1> A2: 

F ' - dF(p) 
- dp • 

(2.7a) 

(2.7b) 

Via these equations for the multipliers, Einstein's 
equations, Eqs. (2. 6a), become 

Gik = (81Tk/c 4 ) Tik, 

where 

Tik = - c- 2pF'UiUk + gik(F - pF') 

(2.8) 

(2.9) 

is the energy-momentum tensor for the fluid. The 
combined first and second law of thermodynamics in 
the local rest frame of the fluid is6 

Tds = dE + Pd(1/ p), (2.10) 

where P is the pressure and T the absolute tempera­
ture. For isentropic flow, 

dE = p/ 2 
dp P 

Combining Eqs. (2. 2), (2.9), and (2. 11) yields 

Tik = [pO + E/c 2 + P/pc 2)UiUk + gikPJ, 

(2.11) 

(2. 12) 

which is the energy-momentum tensor for a perfect 
fluid. Writing out Eqs. (2. 6c), using Eqs. (2. 7a),(2. 7b), 
gives for the 4-velocity 

U i =- (F')- lc3A2.i· 

Calculating the acceleration 

(2.13) 

1451 J. Math. Phys., Vol. 13, No. 10, October 1972 
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DU. 
--' - U Uk 
d - "k 

T '. 

of the fluid using Eqs. (2.13) together with Eqs. (2. 2), 
(2. 4b), (2. 7a), and (2.11) yields the equations of mo­
tion for the fluid, that is, the relativistic Euler equa­
tions6, 7 

( 

E P) DV. P 1 +~+- _.......:...=-P.- C- 2 V.UkP k • 
c 2 pc 2 dT .' '. 

(2.14) 

These equations can also be derived using the Bian­
chi identities 

together with Eqs. (2. 4a)(2. 4b), and (2.11).6,7 

3. ISENTROPIC ROTATIONAL FLOW 

The angular velocity of rotation of the fluid is given 
by 8 

(3. 1) 

If we calculate the angular velocity of the fluid using 
Eqs. (2.13) for Vi we find a surprising result 

Wi = O. (3.2) 

That is, the variational principle discussed in the 
previous section describes only isentropic, irrota­
tional flow. This is the so-called Lin difficulty 
which appears even in Newtonian fluid mechanics. 9- 11 

We shall use the same te chnique (trick!) as Lin to 
generalize our variational principle so that it de­
scribes rotational as well as irrotational, isentropic 
motions. We assign to each particle a number X(x) 
and require that this number not change as we move 
with the fluid particle 

DX . . 0 
-d =x .V'= . 

T .' 
(3.3) 

Equation (3.3) implies the conservation of particle 
identity. The Lagrangian density we must now con­
sider is 

(3.4) 

The variations are carried out as before, and we ob­
tain Eqs. (2. 6) with L3 as the Lagrangian density plus 
two new equations 

aL3 _ (aL3) = 0, 
ax aX. i .i 

(3.5a) 

aL 3 - = 0 = > X .Vi = o. 
aA3 .' 

(3.5b) 

By using L3 in place of L2 in Eqs. (2. 6), the only 
change comes in the equation for Vi, where instead of 
Eq. (2.13) we obtain 

V. = - c 3 (F ' )-lA2 . + c3(pF')-lA3X ," (3.6) 
t ,'I. • 

Therefore Vi no longer suffers the Lin difficulty, 
that is, wi is not necessarily zero. Thus both rota­
tional and irrotational motions are included in the 
extremals of the variational principle. The multi-
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plier equations, Eqs. (2. 7a), and (2. 7b), are the same 
as before as are Einstein's equations, Eqs. (2. 8), (2.9) 
and (2.12). The relativistic Euler equations (2.14) 
can again be obtained either by differentiating Vi or 
from the Bianchi identities. Thus using the Lagran­
gian density L 3 we can described all isentropic mo­
tions of a perfect fluid. 

4. GENERAL FLUID MOTION 

As we remarked earlier a perfect fluid has, in gener­
al, two thermodynamic degrees of freedom which we 
choose to be p and s. In the general motion of a per­
fect fluid, s is not constant throughout the fluid, but 
is constant for a given fluid particle.6 This means 
there is no heat exchange between different parts of 
the fluid. This condition implies that s not change 
as we move with a given fluid particle 

S.pi = o. (4.1) 

The Lagrangian density we must now consider is 

(4.2) 

The equations of motion in this case are Eqs. (2. 6) 
and (3.5) using L as the Lagrangian density plus the 
two additional equations 

~L _ (ll::. \ = 0, 
oS as).i (4.3a) 

aL 0 > . 
aA4 = = S.iU' = O. (4.3b) 

In writing out the equations of motion in this case, we 
must remember that the fluid has two thermodynamic 
degrees of freedom p, s. Therefore, instead of Eq. 
(2.2), we have 

F(p, s) = - p[c 2 + E(p, s)). (4.4) 

Also we must use the combined first and second law 
of thermodynamics as given in Eq. (2.10). Writing 
out the equations of motions just as before yields so­
lutions analogous to Eqs. (2. 7a), and (2. 7b) 

where now 

F' = (OF) . 
ap s 

For Einstein's equations we obtain 

Gik = (87Tk/c 4) Ti~ 

with the energy-momentum tensor 

Tik = - c- 2 pF'ViUk + gik(F - pF'). 

USing Eq. (2. 10), we obtain 

(
(1 E) P 
ap s = p2' 

(4.5a) 

(4.5b) 

(4.6) 

(4.7) 

(4.8) 

which when combined with Eqs. (4.4) and (4.7) yields 
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(4.9) 

which is again the energy-momentum tensor for the 
perfect fluid. The velocity equation yields in this 
case 

U. = - c 3(F,)-l A . +c 3(pF,)-l A X. +c 3 (pF')-lA s. 
, 2,' 3 " 4 " 

(4.10) 

The Euler equations can again either be obtained by 
taking the derivative of U; or by using the Bianchi 
identities. For isentropic motions s; = 0, we again 
see that U i does not suffer Lin difficulty. 

5. CONCLUSIONS 

We have shown that the variational principle given 
in Ref. 3 generalizes to include the general motions 
of a perfect fluid. The basic Lagrangian density L1 
is the same as in Ref. 3: 

however, we must introduce two new contraint equa­
tions which the fluid variables must satisfy. These 
constraint equations are 

Xpi = 0, conservation of particle identity, 

S,i Ui = 0, conservation of entropy for fluid par­
ticles. 

The first equation removes the Lin difficulty from 
the variational principle, that is, for isentropic fluid 
motions the extremals of our variational principle de­
scribe both rotational and irrotational fluid motions. 
The second equation removes the requirement of isen­
tropic motions. The Lagrangian denSity L we must 
consider is that of Ref. 3 plus the two new constraints 

1 A. Taub, Phys. Rev. 94,1468 (1954). 
K. Tam and J, O'Hanlon, Nuovo Cimento 62B, 351 (1966). 
J. Ray, Acta Phys. Polon. 30, 481 (1966). Also J. Ray, thesis (Ohio 
University, 1964) (available from University Microfilms, Ann 
Arbor, Michigan). 

4 B. Schutz, Jr., Phys. Rev. D 2,2762 (1970), and references con­
tained therein. 

5 By rest quantity we shall mean that the quantity is measured in 
the local rest frame of the fluid. By specific quantity we shall 
mean that the quantity is per unit mass. Thus, for example, E, the 
rest, specific internal energy, is the internal energy per unit 
mass in the locat rest frame of the fluid. Our signature conven­
tion is (+++ -) and we define the Ricci tensor by Rlk = RI llk • 

L = L1 + (- g)1/2(A1(gikUiUk + c 2 ) + A2 (pUi);i 

+ A3 X,i Ui + A4 S,Pi). 

When we vary the action associated with L with re­
spect to the variables g ik' p, Ui, X, S, A1 , A2 , A3 , A4 , we 
obtain the Einstein field equations for perfect fluid 
sources plus the equations of motion of the fluid. The 
Eulerian fluid description is used throughout our 
variational principle. In our formulation it follows 
from the variational principle that Ui has the general­
ized Clebsch form given in Eqs.(4.10). In the other 
variational prinCiples that use the Eulerian fluid de­
scription, the generalized Clebsch form for Ui is either 
built directly into the Lagrangian density2 or simply 
assumed. 4 The fact that we derive the generalized 
Clebsch form for Ui allows us to interpret some of 
the terms occurring in it as Lagrange multipliers 
associated with conservation laws. For example, in 
Eqs. (4.10), A2 is associated with conservation of 
mass, A3 is associated with conservation of particle 
identity, and A4 is associated with conservation of 
entropy. The other quantities occurring in Eqs. (4.10) 
are variables associated with the fluid. This is the 
same type of result one obtains in the nonrelativistic 
case. 9 - 11 

We feel that the variational principle presented in 
this paper is the most natural variational principle 
for a perfect fluid in general relativity. Our varia­
tional principle is a relativistic generalization of the 
usual nonrelativistic variational prinCiple for perfect 
fluids. Besides the Einstein field equations and the 
relativistic Euler equations, our variational principle 
implies that the 4-velocity can be represented in the 
generalized Clebsch form. 
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The concept of moments, which are integrals of positive or negative integral powers wR weighted by real or 
imaginary parts of admittance functions, is here generalized so as to be applied to a wide category of admit­
tance functions, including Lorentzian functions. The generalized moments are related to the derivatives or 
integrals of sum rules in a general sense. This analysis is based on differentiation and integration-mapping 
of admittance functions and the associated Kramers-Kronig relations. Some model calculations are also 
shown. 

1. INTRODUCTION 

An admittance function X(w) is defined by 

X(w) = X'(w) - iX"(w) = fOoo dte-iwt¢(t), (1. 1) 

where ¢(t) is a real response function of the system 
to a pulsive perturbation. If the initial value of ¢ is 
bounded, i.e., 

¢(+ 0)< 00, 

then 
X(oo) = lim X( c...,') ::: 0 

w~oo 

(1. 2) 

may be assumed by Abel's theorem. Further, if the 
static response is finite, namely if 

X(O) = f 00 dt ¢(t) < 00, 
o 

(1. 3) 

[which may be more generally the limiting value of 
X(w) as w ~ + 0], then the function X(w) is analytic 
on the lower half-plane of w, so that we have the 
equation 

X(w) + 1. J oc X(IJ) dlJ = 0, 
7fl -00 IJ - c...,' 

(1. 4) 

by applying Cauchy's theorem to an infinite semi­
circle in the lower half-plane of v closed by a 
straight line along the real axis with a small semi­
circle around the point IJ = w. The integral means, 
thus, its principal value. Equation (1. 4) gives the 
Kramers-Kronig relations l 

and 

X'(W) = .!.- Joo X"(II) dv 
7f -OOIl-W 

1 00 X'(v) 
X"(w) = --J --dv. 

7f -00 v - w 

(1. 5a) 

(1. 5b) 

The real part X'(w) and the imaginary part X"(w) are 
the cosine- and sine-Fourier integrals 

X'(w) = fo
oo 

dt coswt· ¢(t), (1. 6a) 

X"(w) = j~CO dt sinwt· ¢(t), (1. 6b) 

and so they are even and odd in w, respectively. 

Equations (1. 5) lead to the sum rules 

of which the f - sum rule and the thermodynamic sum 
rule are familiar special cases.2 - 4 If the expansion 

1 00 <Xl 

--=6 ~=- 6 ~ 
IJ - W n~O IJn+l n=O wn+l 

is inserted into Eqn. (1. 4), it is transformed into 

wn foo X(IJ) X(w) ~ - 6 - dv (1. 8a) 
7fi -00 vn+l 

or into 

1 1 100 

X(w) ~ - 6 - --; 
wn+l 7fZ -00 

(1. Bb) 

which are in fact merely formal. If these expansions 
were convergent, they would give a set of sum rules 
for positive and negative moments defined with res­
pect to the real or the imaginary part of the admit­
tance function X(w) which should be equated to the ex­
pansion coefficients of X(w) in powers of w or 1/w. 
Generally speaking, such moments in the form as 
suggested by Eqs. (1. 8) may not exist at all, and the 
expansions (1. 8) may not make sense or may not be 
convergent. 

If the response function ¢ (t) is analytic in t at t == 0, 
the inversion of Eq. (1. 6a) or Eq. (1. 6b) gives the 
sum rules 3 

¢(2n) (0) =} {: X' (w) w2n dw (1. 9) 
or 

¢ (2n+l) (0) = 1 J 00 X;'(w) w2n+l dw (1. 10) 
7f -00 ' 

depending on whether ¢ (t) is even or odd in t. If ¢ (t) 
is not differentiable at t == 0, beyond a certain order, 
integrals of higher-order moments will not be con­
vergent. 
The present work has been motivated by asking our­
selves the question how the sum rules of the form 

1 X"(w) 
X' (0) = iT 1: -w- dw (1. 7a) 

(1. 7) and those given by Eq. (1. 9) or (1. 10) are re­
lated. This question will be answered by introducing 
a reasonable generalization of the concept of moments 
for an admittance function which mayor may not 
possess moments in the ordinary sense. Thus the 
generalized moments can be applied to derive a set 
of sum rules in relation to the moment expansions of 
admittance functions from a somewhat unified point 
of view. We do not aim here at a very great general­
ity, but are satisfied at this stage to find such a gene­
ralization of basic concepts which will hopefully be 
useful to obtain a better understanding of nature of 
sum rules appearing in a great variety in many prob­
lems of physics and also for some practical proce­
dures of analyzing admittance functions obtained by 
various methods of spectroscopy. 

and 
[wX"]oo == lim wX"(w) =..!.. leo X'(w)dw (1. 7b) 

w~oo 7f -00 ' 
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2. DIFFERENTIATION AND INTEGRATION OF 
RESPONSE AND ADMITTANCE FUNCTIONS 

Physically, a response function ¢ (t) is expected to 
behave in a moderate way. It is analytic for real t's 
with possible exceptions at t = 0 or t = (fJ. At t = 0, 
the microscopic law of dynamics should prevail as a 
matter of principle so that any response should be 
analytic at the origin. 3 In practice, however, this 
region of dynamic coherence may be limited to the 
immediate vicinity of the origin. If that is the case, 
the response function may look there nonanalytic. 
The simplest example, 

¢(t)=e-yltl, y>O, (2.1) 

is most familiar as a typical form of response func­
tions. It is inconsistent with dynamics for t ~ 0, but 
is adopted as an idealization or as an approximation 
to be justified under such a circumstance where the 
microscopic characteristic time is far shorter than 
the macroscopic time scale. In some cases, a re­
sponse function is approximated by a function diverg­
ing at t = 0; but we shall exclude such a function in 
the following treatment and assume that 

¢(O) == lim ¢(t) < (fJ (2.2) 
t~+O 

namely that ¢ (0) is bounded. At t = (fJ, the irreversi­
bility reveals itself in a macroscopic system to re­
sult in the decay of a response. Thus we assume that 

¢(ct;;)== lim ¢(t) = O. (2.3) 
t->'oo 

If, further, the static response should be finite, vIe 
may expect that the condition (1. 3) holds, or more 
precisely 

X(O) = lim 10
00 

e- iwt ¢(t)dt < (fJ. (2.4) 
w---,:. +0 

For a given response function ¢(t) and the correspond­
ing admittanc e function X (w ), we note the following 
basic transformations;2 

X(w) = 1000 

dte- iwt ¢(t) 

= ~(O) + -l- (00 dte-iwt ¢(t) 
zw lW Jo 

= cI>(O)-iw 1000 
dte-iwtcI>(t), 

where 

cI>(t) = ;;00 ¢(t')dt' 

(2.5) 

(2.6) 

(2.7) 

is the corresponding relaxation function. These are 
due to assumptions (2.2)- (2.4). 

The transformation (2.5) defines a mapping of the 
admittance function X(w) to 

!DX(w) = 10
00 

dte- iwt ¢(t) = iwX(w) - [iwXloo' (2.8) 

where we have 

[iwXloo == lim iwX(w) = NO), 
w->oo 

[wX'loo = 0, [wX"loo = ¢(O). 

(2.9) 

(2.10) 

This is due to Abel's theorem. This mapping may be 
called differentiation mapping. Similarly, Eq. (2. 6) 
defines the mapping 

X(w) ~ !D-1X(w) = _ 1000 dte-iwt cI>(t) = X(w).- X(O) , 
zw 

(2. 11) 
where we have 

X(O) = X' (0) = 1000 
dt ¢(t), X"(O) = o. (2. 12) 

This may be called integration mapping. Obviously, 
differentiation and integration are mutually inverse; 
namely 

:1):1)-1 = :1)-1!D = 1. (2.13) 

Differentiation or integration may be repeated as long 
as the derived response function 

¢n (I) == ~ ¢(l) 
dtn 

(2. 14) 

or 

¢-n (t) = (_)n Itoo 
dt1 ;;~ dt2 ••• 1t:

1 
dtn ¢(tn) (2.15) 

exists and satisfies conditions (2.2)- (2.4). Thus, to 
a given admittance function X(w), there will be asso­
ciated a set of mapped admittance functions 

l = - m, - m + 1, ... , n (2.16) 

and the corresponding response functions ¢ I (t). We 
then have 

(2.17) 

for each member of the set. This set is finite if 
further differentiation or integration leads to unde­
sirable divergences. We may say then that the re­
sponse function ¢ (t) or the admittance function X(w) 
is regular to that order. If differentiation or integra­
tion can be repeated indefinitely, we have an infinite 
number of mapped functions. Such an admittance 
function X(w) may be said to be infinitely regular. 
An obvious example of this is afforded by ¢ (t), Eq. 
(2.1), for which we have 

¢n(t) = (_y)ne-Yiti, 

Xn(w)= (_y!n 
y + lW 

(2. 18a) 

(2. 18b) 

for positive and negative integers n. This can be 
generalized to a poly-disperse system, namely to 

¢(t) = 2:) ¢j exp(-yjltl), (2.19) 
j 

for which we have 

¢n(t) = 2:) ¢j(_Yj)n exp(-yjltl), (2.20a) 
j 

Xn (t) = 2:) ¢i(- Yj)n j(Yj + iw)l. (2.20b) 
j 

Note, however, that the weights ¢j in Eq. (2.19) are 
not necessarily positive nor real. Such an example 
is given by the admittance function 

X(w) = [iw + y/(iWT + l)l. (2.21) 

(This may be regarded as a modified Lorentzian 
function satisfying the conditions Al = 0 and A2 = 
finite.) 

If the number of relaxation modes is finite, the cor­
responding admittance is infinitely regular. If there 
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exist an infinite number of relaxation modes or a 
continuous spectrum of relaxation frequency y, the 
order of regularity depends on convergence of its 
moments defined with respect to the weights ¢ j' 

It is emphasized here, in order to avoid misunder­
standing, that the function (2.19) represents only a 
special family of response functions. The whole ana­
lysis made here is applicable to much wider classes 
of regular response functions. 

3. MOMENT EXPANSIONS 

The transformation (2. 5) can be repeated to yield 

¢(O) ¢1 (0) 
X(w) = - + --+ ... 

iw (iw)2 

+_1_ 
(iw)n+1 

(3.1) 

as far as ¢" (0) remains finite. Similarly the trans­
formation (2.6) gives 

X(w) =- ¢-1(0)- ¢_2(0)iw- '" - ¢-n-1(0) (iw)n 

+ (i w)n+1 J; dt e- iwt ¢-n-1 (t). (3.2) 

These series are terminated with residual terms 
corresponding to the order of regularity of X(w). If 

X(w) is infinitely regular, the expansion (3.1) or (3.2) 
may be pushed to infinite order. However, the result­
ing series may not be convergent, but merely semi­
convergent or asymptotic. Keeping this observation 
in mind, we write formal expansions of X(w) in the 
following way: 

(3.3a) 

(3.3b) 

This defines the moment-expansions of X(w); the ex­
pression (3. 3a) is for positive moments and (3.3b) 
for negative moments. Depending on the order of 
regularity of X(w), the positive or the negative mo­
ment-expansion is terminated at a finite order or 
extended to infinite order. The moments An are re­
lated to the response function ¢ by 

The negative moments can also be expressed as 

( ·),,+1 
A = ~ (00 tn¢(t)dt 

-(.-1 n! Jo 

if the integral is convergent. 

(3.4) 

(3. 5a) 

(3.5b) 

(3.6) 

For the example of a monodisperse system, we have 
by Eq. (2. 18) 

X(w) = 1/(y + iw) 
and 

n ~ O. 
< 

(3.7) 

(3.8) 

If the system is polydisperse as represented by Eq. 
(2.19), the moments are given by 
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(3.9) 

that is the moment-average of relaxation frequencies. 
This may diverge depending on the nature of the 
spectrum of relaxation frequencies. 

If the response function ¢(t) is analytic at t = 0, it 
can be divided into the even and the odd parts. The 
positive moment-expansion (3. 3a) contains only odd 
powers of w-1 if ¢ is even in t and only even powers 
of w- 1 if ¢ is odd. This implies that the expansion 
(3.3) will then be only asymptotic. Simple examples 
of this are 

¢(t) = e-ct2 , ¢ (t) = te- ct2 • (3.10) 

Differentiation or integration mapping of an admit­
tance function is a very simple mapping for the mo­
ment-expansions. Definition (2.8) means for the 
positive moment-expansion (3. 3a) that the first (n = 0) 
term be removed, the powers of w-1 be lowered by 
one, and the whole be multiplied by i; namely, 

:DX(w) = Xl ~ ~ (At«dwk+1). 
k~O 

Similarly, integration (2.11) means for the negative 
moment-expansion (3. 3b) to remove the first term 
(n = 0), to lower the powers of w by one, and to divide 
the whole by i; namely, 

:D-IX(w) = X-l ~ ~ A- k- 2 Wk. 
k>O 

More generally we have 

and 

(3. 11 a) 

(3.11b) 

4. KRAMERS-KRONIG RELATIONS AND SUM 
RULES 

To the order as it is regular, an addmittance function 
X(w) is associated with its differential or integration 
mappings (2.16). Each member of these admittance 
functions satisfies the Kramers-Kronig relations 

1 X" (11) 
X'(w) = _ 100 

_n_ dll 
n 11 -00 11- W ' 

(4. la) 

X"(w) = _! 100 X~(II) dll 
" 11 -00 11- W ' (4.1b) 

where X~ and - X~ are the real and the imaginary 
parts of X n , respectively. 

These relations, (4. 1), are in themselves worth noting 
though they are obvious: Because the use of such re­
lations for n ;;t 0, instead of that for the original ad­
mittance, can be more advantageous for a detailed 
analysis. For example, if X (w) is the conductivity 
function of electrons, we know that 

[iwX]oo = [wX"]oo = ne2 /m (4.2) 
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in the customary notations. Thus the mapping 
X (w) ---7 X 1 (w) subtracts away the high frequency part 
of the admittance. If X(w) is a susceptibility function, 
the static part is subtracted by integration. This may 
be repeated to the extent that we have good knowledge 
of moments, leaving the unknown part of the admit­
tance in favor of the Kramers-Kronig relations. 

The Kramers-Kronig relations (4.1) provide us with 
a set of sum rules for the generalized moments, as 
we shall see in the follOwing. This will clarify the 
reason why An introduced in (3.3) are named as the 
generalized moments. As we have noticed in the In­
troduction, Eqs. (4. 1) gives the equalities 

X'(O) = ~ Joo X~(w) dw. (4.3a) 
11. 1T -00 W 

[wX~] = l 100 X~(w)dw. (4.3b) 00 1T -00 

When X~ and X~ are expressed in terms of the origi­
nal admittance function X(w), there will be obtained 
sum rules for X(w). We note first the following equa­
lities; 

X~(O) = 0, [wX~]oo = 0, 

- (X~+1/w)0 = X~ (0) = - [wX~_1]00 

(4.4) 

(4.5) 

The first of (4.4) is obvious from (2. 12) applied to 
<1>11. (f), and the second from (2.10) applied to X n• 
Equations (2.8) and (2.11) applied to Xn give (4.5). 
Now we find 

(4.6) 

by (3.4), (2.10), (2. 17), and (4.5). Thus we write Eq. 
(4.3b) as 

i -11. 100 > An = - X n' (w)dw, n - 0, 
1T "00 < 

(4.7) 

where the explicit forms of the integrand is found 
from (3.11) as follows: for positive moments, 

( 
11.-1 it.. ) 

X 2n (w) = (_)11. w2n X'(w) + I; ~ , 
k=O w2k +2 

(4.8a) 

X' (w) = (_)11. w2n+1 X"(w) - L; ~ ( ., A) 
2n+1 kcO W2k+1 

(4.8b) 

and, for negative moments, 

( 
11.-1 

X~2n-1 (w) = (_)11. w-2n-1 - X"(w) - I; 
k=O 

"--2,.-2 W2k
+
1) , 

(4. ga) 

( 

11.-1 
X~2n (w) = (_)11. w-2n X' (w) - I; 

k=O 
iA_2k_1W2k). (4.9b) 

Thus we see that the right-hand side of expression 
(4.7) deserves the name of moments. The weight 
functions are not necessarily the original admittance 
functions, but are modified suitably so as to avoid 
obvious divergences and to yield higher moments, 
positive or negative, in a successive manner. Equa­
tion (4.7) shows that the even moments are real and 
odd moments are imaginary. This is rather a matter 
of convenience, but is useful to secure some elegance 
in the formal expressions. It is, of course, easy to 
derive (3.5) and (3.6) from Eq. (4.7). 

By Eqs. (3. 5) and (3.6), Eq. (4.7) may be written as 

[(d~r <1>] 0 == } f: X~(w)dw (4. lOa) 

for positive moments, and 

1 JoOO tn-1 <1> (f) dt == 1000 
dt1 ],t OO 

dt2 .•. ]'00 
1 t,,_1 (n - I)! 

dfn<1>(fn) =! JOO X~n(w)dw (4. lOb) 
IT -00 

for negative moments. These should properly be 
called sum rules. 

If the function <1> (t) is analytic at f = 0 and is even in 
f. all positive odd moments vanish identically. Then 
Eq. (4. 7) recovers the usual form 

A2n = (_)n <1>(211.)(0) =} i: w2n X'(w)dw. (4.11) 

Vanishing of the odd moment-integrals can also be 
easily proved. If the function <1> (f) is odd, all positive 
even moments vanish. 

The equality (4. lOb) represents a great variety of 
definite integrals to be defined by suitable choices of 
the function <1> (t). 

The expression (4. lOb) can be identified with the 
moments of relaxation-time distribution, namely 

( Tn) = (- )11. (00 t 11. -1 <1> (t) dt / (00 <1> (t) dt 
(n _ I)! Jo Jo 

= (_)11. Loo X~n(w)dw/ i: X'(w)dw, 

This is equal to 

(Tn)= I; Yjn<1>j/I; 'P j 

n ~ 1. 
(4.12) 

(4.13) 

for a polydisperse system (for which the positive An 
are essentially the moments of relaxation frequen­
cies), but more generally it is a formal definition of 
such moments because the decay of <1>(t) needs not be 
a superposition of exponential decay. 

5. MODEL CALCULATIONS 

A puzzling problem one may encounter in using the 
Kramers-Kronig relations or the sum rules will be 
that the integration range of frequency is practically 
limited by some finite bounds. Experimental data 
may not be available in wider ranges of frequency 
because of technical difficulties or of unavoidable 
noises. It is, therefore, very desirable to develop a 
method to estimate or to correct errors caused by 
such limitations. Leaving this general task to the 
future, we discuss here some examples of application 
of the foregoing analYSis to a few typical models 
which illustrate some important features of our 
problem. 

For this purpose we consider an oscillator the fre­
quency of which is randomly modulated. 5- 6 It follows 
the equation of motion 

; == i Q(t)x, (5.1) 

where x is the coordinate of the oscillator and Q (t) is 
the modulated frequency, its average being taken as 
the zero of the frequency scale. If the modulation is 
described by a stationary Gaussian process, the re­
laxation function <1> (t) of the oscillator is given by 

<1>(t) = exp (- Jot (t - T)l/I(T)dT) ' (5.2) 
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where l/I (t) is the correlation function of the frequency 
modulation, namely 

(5.3) 

The admittance function X(w) is then defined by 

X(w) == X'(w) - iX"(w) 

= 1000 
e- iwt ¢(t)dt, (5.4) 

of which the real part X' (w) represents the absorption 
of energy when the oscillator is subject to a periodic 
driving force and the imaginary part represents the 
dispersion. 

If the modulation n(t) changes in time very slowly, 
the absorption curve X' (w) is Gaussian, reflecting the 
Gaussian assumption for n(t). If the modulation is 
very fast, the absorption curve is motional-narrowed 
to a Lorentzian form. This corresponds to the change 
of the relaxation function ¢ (t) from a Gaussian decay 

¢(t) ~ exp[- i l/I(0)t2] (5.5) 

in a slow- modulation case to a simple exponential 
decay 

¢(t) ~ exp ( - t 1000 

l/I(T) dT) (5.6) 

in a fast-modulation case. Details of the line shape 
and the associated moments reflect the nature of 
modulation in a more delicate way. In order to see 
this, we choose here two typical examples for the de­
cay l/I(T) of correlation of the frequency modulation; 
namely, 

(a) l/I(T) = l/I(O) exp(- Ct I T I), 
and 

(b) I/;(T) = l/I(O) exp(- Ct2T2). 

(5.7a) 

(5.7b) 

The frequency and the time can be scaled by the width 
of the unnarrowed Gaussian line, which is thus given 
by 

X'(w) = (21T)-1/2 exp(- w2/2). 

Correspondingly, we assume in Eqs. (5. 7) that 

1/;(0) = 1. 

For convenience we introduce here the modified 
moments A~ , which are real and are defined by 

(5.8) 

(5.9) 

(5.10) 

Explicitly they are expressed in terms of the res­
ponse function or the admittance function as follows: 

AO :::: AO = ¢(O) = ~ 1000 
X'(w)dw = 1, 

Al = - iA1 = - (p(0) :::: -} 1000 
(wX" - Ao)dw, 

.. 2 (00 
A2 = - A2 = ¢(O) = -"iT Jo (w 2X' - A1)dw, (5.11) 

A~ = iA3:::: - '(P'(O)::::? 1000 
(w 3X" - w2AO + Az)dw, 

A4 = A4 :::: ¢(4) (0) =! 1000 

(w 4X' - w2Al + A3)dw, etc., 
IT 

and 

J. Math. Phys., Vol. 13, No. 10, October 1972 

(5.12) 

::::! 100 J:-.- (X' - A'l + A'3w2)dw, etc. 
IT 0 w4 --

Exact values of positive moments are found from ex­
pansions of the relaxation function ¢ (t) at t = 0; 
namely,for the example (5.7a), 

¢(t) = 1- i t2 + (1/3!)0' It 1 3 + (1/4!)(3 - ( 2 )[4 + ... 
(5. 13a) 

and, for the example (5.7b), 

¢ (t) :::: 1 - ~ t2 + (1/4!) (3 + 20' 2) t4 + ... , (5. 13b) 

which give 

AO = 1, A1 = 0, AZ = - 1, 

A~ :::: - Ct for (a), A~ = 0 for (b), 

A4 :::: 3 - Ct 2 for (a), for (b). 
(5.14) 

The moments defined by Eqs. (5.11) and (5.12) are 
written as 

2 (00 
A~ = "iT Jo wnFn(w)dw. 

By integrating to an upper bound M we define the 
incomplete moments 

A~ (M) = ~ 10M 
wn Fn (w)dw. 

In order to see how these converge to A~, we com­
puted A~ (M) for - 4 ~ n ~ 4 to M:::: 10 for several 
values of Ct ranging from the ideal Gaussian limit to 
a strongly narrowed limit. Numerical integration be­
comes more and more difficult for higher positive 
moments and for larger values of Ct beca~se contri­
butions from far wings more heavily predominate. 
The negative moments show better convergence even 
for larger values of 0'. 

It is possible to correct the incomplete moments 
A~(M), Eq. (5.15), to better approximations. We de­
fine the error for An by 

(5. 15) 

which can be written as 

2i An+1 2 X' (w) 
~An (M) :::: - - -- + - (- i)n+2 I

M

oo 
n+2 dw. 

1T M 1T w2 (5.16) 

For an even positive moment, this is shown as fol­
lows: 

M 2n ::::.:. J
M

oo w2n (X'(w) +;3 iA2~+1) dw 
1T \ keO w2k 2 
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_~ Joo 
- M 

1T 

'S1 iA2k+1) + L.J -- dw 
k ° W 2k+2 

n 

X 2n +2 (w) - ~ 
k~O 

== 
2 iA2n+l 2 Joo (_)n+l 
-- + - M -- X 2n +2 (w)dw. 

1T M 1T w2 

Derivation of Eq. (5. 16) is done for other cases in 
much the same way. Therefore, the errors are 
bounded by 

I~An(M)1 ~~ ,I, {IA n+1 1 + max IX~+2(w)I}. (5.17) 
1T lV1 IuJi > M 

The second term in the bracket on the right-hand 
side of the above inequality may be ignored when M 
is sufficiently large. so that the first term on the 
right-hand side of Eq. (5. 16) may be used as a cor­
rection to the incomplete moment. Thus, for a modi­
fied incomplete moment of the nth order we may take 

A~ (M) == A~ (M) + 6A~ (M) (5. 18) 

as an improved approximation to A~, where 

(5.19) 

In order to save space we discuss here only the re­
sults of computation for QI == 0 and 2, although compu­
tation has been made also for QI == 0.5,1, and 5. The 
line shape is Gaussian for QI == 0 whereas it is con­
siderably narrowed for QI == 2. Figures 1 and 2 show 
the incomplete moments A~ (M) and the corrected 
moments A~ (M) as functions of M. Positive even 
moments AO' A'2' and A'4 converge fast. Corrections 
6A~ are zero to these moments. Positive odd mo­
ments, on the other hand, show much slower conver­
gence. However, the corrected moments A'l' converge 
much faster to the exact limit values which are zero 
for both. The third moment A3(M) attains a minimum 
at M '" 6 and then starts to deviate again. This is due 
to errors in numerical integration which uses finite 
meshes in integrating over time. As shown in Eq. 
(5. 11) the third moment is defined with respect to the 
function 

X 3(w) == - w 3 X"(w) + w2 + 1. 

The asymptotic expansion (3. 3a) is so good that the 
terms on the right-hand side cancel out almost com­
pletely. Thus the computed values of X 3(w) after this 
cancellation are hardly above the error bound of com­
putation. When w becomes larger, say, than six, then 
the values of A:3 beyond there are subject to computa­
tional errors. This situation is somewhat similar to 
what is encountered in obtaining spectroscopic data 
from experiments. 

Negative moments are found to be nicely convergent. 
As is shown in Fig. 2, the incomplete moments in­
crease with the upper bound of integration monoton­
ously. When corrected, the convergence becomes 
surprisingly improved. The corrected moments 
A~'n (M) attain their limit values at the values of M 
as small as three or four. A nice feature about this 
is that the correction A~n is determined by A~n +1' so 
that the correction can be made sucessively. 

The examples given by (5.7a) and (5. 7b) with a large 
QI are instructive as models of non-Gaussian spectra. 

The spectral line shape is close to Lorentzian with a 
strong peak at the center and with long tails which 
are above the unnarrowed Gaussian tails at far wings. 
These extended tails make the convergence of posi­
tive moments poorer than that in the Gaussian case. 
Furthermore, the positive moments are determined 
by the behavior of <P(t) at t == O. This means that they 
delicately depend on the shape of the spectrum at far 
wings. A subtle difference almost indistinguishable 
in the spectral shape reveals itself in the values of 
moments as should be expected by Eqs. (5. 13) which 
give different moments for different models (a) and 
(b). 

Figure 3 shows the positive moments for the model 
(a). The zeroth moment converges rather fast, but 
the second moment converges rather slowly. The 
convergence of the fifst moment Al (M) is greatly 
improved if it is corrected to A)' (M) using the exact 
value of the second moment AZ' The third and fourth 
moments A3(M) and A4(M) converge only slowly. The 
convergence is not much improved by correcting 

FIG. I. Incomplete positive moments and corresponding 
corrected moments for a Gaussian spectrum (01 = 0). 

1.00 

0.50 

X~I 1.253 ..0-__ 
0 

___ 
0 

___ 
0 

___ 0-__ 0-__ 0 ___ 0 -

0---0- , Ii! X-I __ -x-x \ x-
\ /~ ,'" 1000 , ", "-2 . 
'-c..~---O---~--O---O---O---O---!J -

Of' ;;;.,....-x_x-­
\ / 

x " 

'¥-o_--o---o~~~--o---o---o-~:;;~ 
~/ ~~ __ " x x 

/._~ /x X~4 0.333 
ll'--o-'-O---O---o---o---o---o---o -

/ 
X x--x-x-x -4 __ x-x-

,/~ 

FIG.2. Incomplete negative moments and corresponding corrected 
moments for a Gaussian spectrum (01 = 0). The numbers on the 
right are exact limits. 
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them to '\3(M) and '\4(M), respectively, using the 
exact values of '\4 and '\;'. The numbers given on the 
right in this figure indicate the exact limit values to 
which each curve of moments should approach as M 
tends to infinity. The poor convergence of these 
higher moments is due to the contributions from ex­
tended tails of spectra. The accuracy of computation 
becomes poor at far wings, which makes the conver­
gence further worse and untrustable. Figure 4 shows 
the corresponding positive moments for the model 
(b). The zeroth, first and second moments behave al-

0.50 

0.001---+---=-:-::=0---0-- o 

o 5 M 10 

FIG.3. Incomplete positive moments and corresponding corrected 
moments for model (a) with 0< = 2. The exact limit of the third and 
the fourth moments "3 and 1..4 are - 2 and - 1, respectively, and that 
of the fifth moment A 5' which is used to obtain corrected moments, 
is 12. 

........-" ~1.1 

I.OO'I-----==x------:=r-;.. ....... --- 1.0 

x 

0.50 

FIG.4. Incomplete positive moments and corresponding corrected 
moments for model (b) with 0: = 2. The exact limit of the third, the 
fourth,and the fifth moments "3'1..4, and "'5 are 0, 11, and 0, respec­
tively. 
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most in the same way as in case (a). The third mo­
ment, however, must vanish, and the fourth moment is 
very large, as is indicated by Eqs. (5. 13). Thus the 
third incomplete moment '\'3(M) and the corrected 
moment ,\ 3(M) behave quite differently from the cor­
responding moments in Fig. 3. 

Contrary to positive moments, the behavior of nega­
tive moments for these models is qualitatively much 
the same as in the Gaussian case. The higher-order 
negative moments are much larger in magnitude be­
cause the relaxation decay of the function ¢ (t) is much 
slower. The convergence is always very good if the 
incomplete moments are corrected by Eq. (5.23). 
Figures 5 and 6 show this convergence. The numbers 

(].. X~2-2 3.087 
3.00 --O--..IJ---O--~---O---O---O--..IJ---o r: 

FIG.5. Incomplete negative moments and corresponding corrected 
moments for model (a) with 0< = 2. The exact values are ACl = 2. 448, 
"'-2 = 5.087, 1..:3 = 10.252, '\:4 = 20.54. 

3.00 

2.00 

1.00 

5 M 10 

FIG.6. Incomplete negative moments and corresponding corrected 
moments for model (b) with 0< = 2. The exact values are ACl = 2.530, 
'\:2 = 5.766, '\:3 = 13.02, '\c4 = 29.39. 
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on the right are the limit values of each moment com­
puted by Eq. (3.6). 

The numerical analysis here made gives some insight 
to the problem one may encounter in practical evalua­
tion of moments from spectra obtained by experi­
ments. Higher positive moments are difficult to eva­
luate not only because the contribution at wings are 
dominated, but also because they delicately depend on 
the spectral shapes. This means also that they pro­
vide some valuable information if they could be eval­
uated. On the other hand, the negative moments will, 
in general, be more easily evaluated. They may be 
used as measures of the distribution of relaxation 
times. 

6. CONCLUDING REMARKS 

We have shown in this work that the definition of 
moments can be generalized so as to be applied to 
admittance functions of a rather wide class. The 
positive moments are defined with respect to the 
asymptotic expansion of an admittance function at 
large frequencies, whereas the negative moments are 
defined with respect to the power series expansion at 
small frequencies. The generalized moments are ex­
pressed in terms of moment integrals defined by the 
real or the imaginary part of the admittance function 
which should be suitably modified to secure the de­
sired convergence. They are also given by the deri­
vatives of the response function at t == + 0 or by cer­
tain time integrals defined in terms of the response 
function. This fact is a very general statement of sum 
rules which contains most of known sum rules. 

Application of this analysis may not be limited to ad-
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mittance functions. For example, if one write a fre­
quency dependent mobility function J..I.(w) as 

!l(w) == [iw + y(w)]-l, 

the frequency- dependent friction y (w) is also related 
to a function </>(t), which is in fact the correlation func­
tion of a random force. 7,8 In this sense it is possible 
to define moments for the function y (w) instead of 
doing it for !l(w). In the spirit of the continued frac­
tion expansion introduced by Mori,9 this process can 
even be carried on further. The moments introduced 
at one stage are related in some way to those defined 
at another stage. Their convergence properties may 
be different; but they must have some connections. 
There are a number of such questions, which have, 
however, not been dealt with in this work. 

It should be also noted that the Kramers-Kronig re­
lation can be applied to derivatives of an admittance 
function with respect to a parameter involved in it, 
and so the sum rules can also be applied to such de­
rivatives. This is obvious, but may be a useful re­
mark. 
The numerical examples treated in Sec. 5 are only a 
sort of theoretical model, but they illustrate some 
features of the problems one may have in applying 
the analysis to a set of spectroscopic data. 
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two-group neutron-transport equation for subcritical half-spaces. The analytic properties of the solutions are 
discussed and used to prove that the partial indices of canonical solutions of the matrix Riemann problem, 
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I. INTRODUCTION 
There has been considerable interesil- 7 in recent 
years in the multigroup version of the neutron-trans­
port equation, basically because a great deal of the 

fine structure of such energy-dependent processes as 
scattering, absorption, and fission can be maintained 
in this model without actually requiring solutions to 
the more general energy-dependent form of the trans-

J. Math. Phys., Vol. 13, No. 10, October 1972 



                                                                                                                                    

KRAMERS-KRONIG RELATIONS AND SUM RULES 1461 

on the right are the limit values of each moment com­
puted by Eq. (3.6). 

The numerical analysis here made gives some insight 
to the problem one may encounter in practical evalua­
tion of moments from spectra obtained by experi­
ments. Higher positive moments are difficult to eva­
luate not only because the contribution at wings are 
dominated, but also because they delicately depend on 
the spectral shapes. This means also that they pro­
vide some valuable information if they could be eval­
uated. On the other hand, the negative moments will, 
in general, be more easily evaluated. They may be 
used as measures of the distribution of relaxation 
times. 

6. CONCLUDING REMARKS 

We have shown in this work that the definition of 
moments can be generalized so as to be applied to 
admittance functions of a rather wide class. The 
positive moments are defined with respect to the 
asymptotic expansion of an admittance function at 
large frequencies, whereas the negative moments are 
defined with respect to the power series expansion at 
small frequencies. The generalized moments are ex­
pressed in terms of moment integrals defined by the 
real or the imaginary part of the admittance function 
which should be suitably modified to secure the de­
sired convergence. They are also given by the deri­
vatives of the response function at t == + 0 or by cer­
tain time integrals defined in terms of the response 
function. This fact is a very general statement of sum 
rules which contains most of known sum rules. 
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quency dependent mobility function J..I.(w) as 

!l(w) == [iw + y(w)]-l, 

the frequency- dependent friction y (w) is also related 
to a function </>(t), which is in fact the correlation func­
tion of a random force. 7,8 In this sense it is possible 
to define moments for the function y (w) instead of 
doing it for !l(w). In the spirit of the continued frac­
tion expansion introduced by Mori,9 this process can 
even be carried on further. The moments introduced 
at one stage are related in some way to those defined 
at another stage. Their convergence properties may 
be different; but they must have some connections. 
There are a number of such questions, which have, 
however, not been dealt with in this work. 

It should be also noted that the Kramers-Kronig re­
lation can be applied to derivatives of an admittance 
function with respect to a parameter involved in it, 
and so the sum rules can also be applied to such de­
rivatives. This is obvious, but may be a useful re­
mark. 
The numerical examples treated in Sec. 5 are only a 
sort of theoretical model, but they illustrate some 
features of the problems one may have in applying 
the analysis to a set of spectroscopic data. 
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discussed and used to prove that the partial indices of canonical solutions of the matrix Riemann problem, 
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I. INTRODUCTION 
There has been considerable interesil- 7 in recent 
years in the multigroup version of the neutron-trans­
port equation, basically because a great deal of the 

fine structure of such energy-dependent processes as 
scattering, absorption, and fission can be maintained 
in this model without actually requiring solutions to 
the more general energy-dependent form of the trans-
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port equation. In fact, the multigroup model has prov­
ed adequate for so many reactor calculations that mul­
tigroup diffusion theory is perhaps the most widely 
used method in reactor design ~l11alysis. Since effi­
cient multigroup diffusion codes often make use of 
transport theory, for example, to define improved boun­
dary conditions, we develop here the fundamental ana­
lysis required to place the two-group model on a ba­
sis equally as firm as that provided by Cases for the 
one -speed theory. 

It seems that even the very basic subcriticality con­
ditions for infinite media have not been resolved defi­
nitively for the multigroup model, and hence in Sec. II, 
we first seek the general conditions required to en­
sure the existence of a unique solution to the half­
space albedo problem, based on the two-group model. 
These same conditions can, naturally, be shown to be 
the infinite-media subcriticality conditions. 

Our principal goal here is to point out that half-space 
problems in two-group transport theory can be re­
duced to a convenient computational form and to pro­
vide the appropriate existence and uniqueness theo­
rems required to ensure that any computational re­
sults can be interpreted and used with confidence. We 
shall rely rather heavily on a previous paper, 7 here­
after referred to as SBK, in which the required analy­
sis was given for all cases but one. In addition to re­
solving the one elusive case not included in SBK, we 
are confident that the functional analysis arguments 
developed in Sec. II, and used in Sec. III to establish 
definitively, in the manner of Goh 'berg and Krein,9 
the very impc.rtant proof that the partial indices of a 
canonical solution to a basic matrix Riemann problem 
are nonnegative, will prove very useful in the analysis 
of the more general models. 

We consider the homogeneous, steady-state neutron­
transport equation written in a convenient form as 

a 11 l1-
a 

>J1(x, /1) + 6>l'(X, /1) = C >l'(x, /1')d/1', x -1 
( 1) 

where the two elements of >l' ( x, 11) are the angular 
fluxes in each of the two energy groups, and C, with 
nonnegative elements, is the group-transfer matrix. 
By choos ing to measure distances in terms of the op­
tical variable x, defined in terms of 02 (the smaller 
of the two total cross sections 01 and 02)' we can 
write 

(2) 

Since the solutions to typical half -space problems 
based on Eq. (1) can be expressed in terms of the solu­
tion to the albedo problem, we seek a bounded (at in­
finity) matrix solution of Eq. (1) subject to the boun­
dary condition 

o 

We can now enter 

B (/1 - /12) 

fJ-l,/12,fJ-E(0,1). (3) 
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B(/1 - /11)e- ox/ v o 
+ (4) 

o B(/1 - /12)e- x/fl 

into Eq. (1) to obtain 

a ~ ~ 

/1 ax >l'(/11' /12;X, /1) + 6>l'(/11' /12; x, /1) = CF(/11, /12; x), 

where 

from Eq. (3) we note that 

,j,(/11' /12;0,/1) = 0, 

+ 
e-

oX
/

V1 
0 I 

o e-x/V 2 ; 

/1 E (0, 1) . 

Equation (5) can be solved at once to yield 

~(/11' /12;x, /1) = 
ljX I e-O(X-Xf)/v 0 

/1 0 0 e-(x-x,)/v 

(5) 

(6) 

(7) 

x CF(fJ-v /12; x')dx', /1 > 0, (8a) 
and 

I 

eO(X'-X)/fl 
~ 1 00 

>l'(fJ-l' /12; x, /1) = - M Ix 0 

X CF(/11, /12;x')dx', fJ- < 0, (8b) 

which can be entered into Eq. (6) to establish the inte­
gral equation 

o 

where 

Q(fJ-l' /12; x) = (10) 
o 

Here E 1 (x) is the standard exponential integral: 

11 dll 
E1(x) = 0 e- X

/
V v' (11) 

We now wish to argue that Eq. (9) admits a unique so­
lution for all subcritical media. For the sake of nota­
tional convenience, we prefer to write Eq. (9) as 

where L denotes the integral operator. 

ll. EXISTENCE THEOREM 

By investigating Eq. (12), the linear integral equation 
for F(/11' /12; x), we find in this section a condition suf­
ficient to ensure the existence of a solution to the 
singular H-matrix equation discussed in SBK. To es­
tablish this condition, we consider 

f=Lf+q (13) 

in the function space £1 of vector functions with norm 

(14) 
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where fi' i = 1 and 2 denote the two elements of f. 
Note that we take Eq. (13) to be a vector version of 
the matrix equation given by Eq. (12). 

Theoretn 1: If p denotes the dominant eigenvalue 
of the nonnegative matrix L-1C and if 2p < 1, then the 
equation 

f = Lf + q, (15) 

with q in £1' has a unique solution f in £1 given by the 
series 

(16) 

To prove the theorem, we note that the series given 
by Eq. (16) converges in £1 provided the spectral 
radius IILlisp of L, which can be computed from 10 

(17) 

satisfies IILlls < 1. Since the kernels in the matrix 
integral oper:tor L are nonnegative, it follows that 

(18) 

where by I q I we mean the vector 

Iql = (19) 

It can be shown that 

100 
L Iql(x)dx:s 2L-1Cf

c 
Iq(x) Idx, 

o 0 
(20) 

and thus it follows that 

[OOL" Iql(x)dx:s (2L-1c)nl°O Iq(x) Idx 
'0 0 

(21) 

and, hence, that 

II Lnqll :s 2nllqll[max row sum of (L-1c)n]. (22) 

For a nonnegative m x m matrix, the maximum of the 
row sums is the o::-norm induced on the matrix when 
multiplying vectors v with norm 

Ilvlloo = max {Ivil}, 
i-1.2 ..... m 

(23) 

and thus we can write 

liLl1 :s 2 limll(~-lC)nlll/n = 211~-lCI! . sp n-> 00 00 sp (24) 

Since the spectral radius of a finite -dimensional ma­
trix is the maximum of the absolute values of the ei­
genvalues of the matrix and since L-1C is nonnegative, 
it follows ll that the spectral radius coincides with the 
dominant root p. The condition 2p < 1, thus, guaran­
tees that 

IILllsp:S 2p < 1, (25) 

which proves that the series given by Eq. (16) con­
verges in £1' The proof of Theorem 1 is therefore 
established. 

It is immediately apparent that our Theorem 1 is va­
lid for the N-group version of Eq. (12). For the two­
group case, we find that the condition 2p < 1 can be 
written explicitly in the form 

c l1 + uC22 + [(c11+ UC22)2 - 4UCP/2 < u, 

which is equivalent to the two conditions 

1 - (l/U)cll - c22 > 0 
and 

1 - (2/ U)cl1 - 2c22 + (4/u)C > O. 

(26) 

(27a) 

(27b) 

Here the elements of C are denoted by ci · and C = 
detC. Henceforth, we shall assume that the inequali­
ties (27) are satisfied. 

We now wish to show that F(u, v; x), the matrix solu­
tion of Eq. (12) corresponding to the inhomogeneous 
term Q(u, v; x), defines a function which satisfies the 
singular H-matrix equation discussed in SBK. We 
thus consider 

F(u, v; x) = LF(u, v; x) + Q(u, v; x), 
with 

e- OX / U 0 
Q(u, v;x) = Reu > 0, Rev> O. 

o e- x/v 

(28) 

(29) 

In regard to Eq. (28), we now wish to establish 

Theorem 2: For each value of x E [0, 00), the func­
tion F(u, v; x) is analytic in u and v for Reu > 0 and 
Rev> O. 

To prove the theorem, we first note that we can write, 
subject to the conditions given by inequalities (27), 

00 

F(u,v;x) = .0 Fn(u,v;x), (30) 
ncO 

where for fixed x, the function 

F n (u, v; x) = LnQ(u, v; x) (31) 

can clearly be seen to be analytic in u and v, for Reu 
> 0 and Rev> 0, since the first and second columns 
of F n (u, v; x) are independent of v and u, respectively. 
Now if I F I denotes the matrix formed by replacing 
the elements Fij of F by I Fij I, then with the obvious 
interpretation of inequality between matrices, we can 
write 

Reu > 0 and Rev> 0, (32) 

since I Q I :s 1. It now follows from the definition of L 
that 

IFn(u,v;x)l:s (2~-lC)n, X E [0,0::) (33) 

for all Reu > 0 and Rev> O. 

Each entry in the matrix F(u, v; x) is analytic in u and 
v for Reu > 0 and Rev> 0, since it is the uniform Ii­
mit of analytic functions, which follows by use of the 
norm 

IIFII = max {IFijl} (34) 
'.J 

and the estimate 
N 00 

IIF(u,v;x) - n~ Fn(u,v;x)I!:s a~+111(2E-1c)all. (35) 

The right-hand side of Eq. (35) is independent of u and 
v and goes to zero as N -7 00, since inequalities (27) 
require that 
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lim 11(2E-1c)nlllln < 1. (36) 
n .... oo 

Having shown that F(u, v; x) is analytic in u and v for 
Reu > 0 and Rev> 0, we now note 

Theorem 3: For Reu > 0 (u 1. [0,1]) and Rev> 0 
(v 1. [0, 1]), the first and second columns of F(u,v;x) 
can be represented by 

F 1 (u; x) = Q1 (u; x) - F (u, %; x) ul~ 6(Jl)C aJl
d

.!::. u 

x 11 II + u t F(aJl, Jl; x)6 (Jl)C d~ 11 1(37a) o 0 aJl U 0 

and 10 1 

F z (v; x) = Qz (v; x) - F(av, v; xlv 1~ 6(Jl)C Jl ~ v i I 
11 

+ v t F(aJl, Jl; X)6(Jl)C ~ 10 I. (37b) o Jl-V 1 

Here 

I

e (Jl) 0 I 
6(11.) == 0 1 ' (38) 

with 6(Jl) == 1, Jl E (- l/a, l/a), e(Jl) == 0, Jl 1. (- 1/a, 
l/a), 

Q 1 (u, x) = e- ox
/
u I: I and 

'0 I Qz (v; x) = e- x/ v I . 

1 (39) 

Note that the variable x enters Eqs. (37) only as a 
parameter. 

To prove Theorem 3, we first operate on Eq. (28) to 
obtain 

LF == L (LF) + LQ. (40) 

Some elementary analysis can now be used to deduce 
that 

LQ(u V' x) = u [- Q (U :!!:.. x) 11 l/I(Jl) ~ , , , a' 1 aJl - U 

+ f; Q(aJl, Jl;x)l/I(Jl) aJl
d

,=- u ] I: : I 
+ v (-Q(av,v;x)l~tIt(Jl) Jl ~1) 

+ J;Q(aJl, Jl;X) l/I(Jl) Jl ~u ) 1
0
0 0 I, 

1 (41) 
where 

1/I(Jl) == 6 (Jl)C. (42) 

Now since 

LF == (I - L)-1LQ and F == (I - L)-1Q, (43) 

we conclude that LF can be expressed in terms of F 
and subsequently used in F == LF + Q to give Eqs. (37). 

If we now define 

F(az, z; 0) == ii(z), Rez > 0, 

then clearly H(z) will be analytic in the half plane 
Rez > 0, and from Eqs. (37) it follows that 

(44) 

fi(z)A(z) == I + zJ1 H(Jl)V/(Jl) ~ , Rez > 0, (45) o Jl - z 
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where 

J'1 dJl 
A(z) = I + z l/I(Jl) --. 

-1 Jl - Z 
(46) 

Equation (45) clearly relates H(z) in the right-half 
planetoH(Jl), Jl E [0,1]. Since, by Theorem 1, theexis­
tence of a unique F(az, z; x) has been established, and 
since Theorem 2 ensures that F(az, z; x) is analytic 
for Rez > 0, it follows from Eq. (44) that there is at 
least one H matrix, analytic for Rez > 0, which satis­
fies Eq. (45). It is also clear that there is at least one 
H matrix, analytic for Rez > 0, which satisfies the N­
group version of Eq. (45) when the conditions of Theo­
rem 1 are satisfied. 

m. THE RIEMANN PROBLEM AND PARTIAL IN-
DICES 

Equation (45) as established in the previous section 
can now be used to derive the system of singular inte­
gral equations discussed in SBK. Since H(z) is analy­
tic for Rez > 0, we deduce, upon invoking the Plemelj 
formulas 12 and Eq. (45), that 

where the + (-) superscript denotes the limiting value 
as z ~ Jl in the upper (lower) half-plane. We can now 
average the two Eqs. (47) to find 

- 1.1 - dv H(Jl)A(Jl) :::: I + JlP H(v)l/I(v)-- , 
o v-Jl 

Jl E (0, 1),(48) 

where 

11 dv 
A(Jl) = I + JlP -1 l/I(v) V - Jl . (49) 

Since the integral term in Eq. (48) does not involve all 
of the elements of H(Jl) on the interval 0 < Jl < 1, we 
prefer to replace Eq. (48) by the equivalent system 
considered in SBK: 

1.1 - dv 
H(Jl)A(IJ) == 1+ JlP H(v)l/I(v)--, 

r- 0 v-Jl 

where 

(52) 

If, as in SBK, we now introduce the sectionally analytic 
matrix 

1 J1 - dv 
N (z) = 21Ti 0 H (v)l/I (v) v - z ' (53) 

then the singular integral equations given by Eqs. (50) 
and (51) can be reduced to the equivalent inhomo­
geneous Riemann problem 

N+(Jl) == G(Jl)N-(Jl) + ~(Jl)[k(Jl)J-1, Jl E (0,1), 
(54) 

where 
G(Jl) == A +(Jl ) [A- (Jl )]-1. (55) 

Except for proof that the partial indices of a canonical 
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solution of the Riemann problem with the homogeneous 
boundary condition 

J1 E (O, 1) , (56) 

are nonnegative when both of the conditions detC < 0 
and detA{co) > 0 apply, the analysis reported in SBK 
establishes the existence of a unique solution to the 
system of equations given by Eqs. (50) and (51) and the 
linear constraint 

(I + Vi g 11 {v)1/I (v) vd~ Vi) M{v;) = 0, 
i = 1,2, ... , K, (57) 

where Vi' i = 1, 2, ... , K, are the zeros, with positive 
real (imaginary) part, of 

A{z) = detA{z) , 
and 

i = 1, 2, .. " K. 

(58) 

(59) 

In a similar vein, the half-range completeness theorem 
basic to the elementary solutions of Eq. (I) has been 
proved in SBK, except for the one elusive case detC < 
o and A{oo) > O. That completeness theorem also fol­
lows at once if a proof that the partial indices of .p{z) 
are nonnegative can be established. 

In the manner of Goh'berg and Krein,9 we now can 
show at once that the results of Sec. II guarantee that 
the partial indices of .p (z) are nonnegative for all 
choices of the basic parameters which satisfy inequa­
lities (27). Note 2 that the conditions given by inequa-
1ities (27) ensure that all vi must be real, which in­
cludes the case detC < 0 and detA{co) > O. 

The general solution (of finite degree at infinity) to 
the Riemann problem defined by Eq. (54) can be writ­
ten as 

- 1 (11 dv ) N{z) = -2 .cP{z) K{v)-- + P{z) , 
1ft 0 V - z (60) 

where 
K{v) = [cP+{V)]-I~ (v) [A- (v)]-I, (61) 

P{z) is a matrix of polynomials, and cp{z) is a canoni­
cal solution of the Riemann problem defined by Eq. 
(56). Without loss of generality, we consider cp{z) to 
be of ordered normal form at infinity so that 

1 A. Leonard and J. H. Ferziger, Nuc!. Sci. Eng. 26, 181 (1966). 
2 C. E. Siewert and P. S. Shieh, J. Nuc!. Energy 21, 383 (1967). 
3 T. Yoshimura and S. Katsuragi, Nuc!. Sci. Eng. 33,297 (1968). 
4 S. Pahor and J. K. ShultiS, J. Nuc!. Energy 23,477 (1969). 
5 D. R. Metcalf and P. F. Zweifel, Nuc!. Sci. Eng. 33,318 (1968). 
6 E. E. Burniston, C. E. Siewert, P. Silvennoinen, and P. F. Zweifel, 

Nuc!. Sci. Eng. 45,331 (1971). 
7 C. E. Siewert, E. E. Burniston, and J. T. Kriese, "Two-Group 

Neutron-Transport Theory: Existence and Uniqueness of the H­
Matrix," J. Nucl. Energy (in press). 

lim cp{z) =A, (62) 

where A is a constant nonsingular matrix, and K 1 and 
K2 ~ Kl are the partial indices. 

We note from Eq. (53) that zN{z) must be bounded as 
I z I tends to infinity, and thus the proposition that 
Kl :s - 1 yields, from Eq. (60), the requirement that 

1

1 IT 1 o fo K{v)dv = O. (63) 

Cauchy's integral theorem can now be used to repre­
sent cp-l{z), which subsequently can be evaluated at 
the origin to yield 

I: IT f: K{v)dv = -I: IT cP- 1 (0). (64) 

It thus follows that Eqs. (63) and (64) imply that cP{O) 
is singular, which, of course, contradicts the notion of 
cP{z) being a canonical solution. We conclude, there­
fore, that if Eqs. (50) and (51) admit a solution, then 
the partial indices of cP{z), the canonical solution of the 
Riemann problem defined by Eq. (56), cannot be nega­
tive; since the analysis of Sec. II, when inequalities 
(27) are satisfied, does establish the existence of a 
solution to Eqs. (50) and (51), we conclude that the par­
tial indices must be nonnegative, when inequalities 
(27) are satisfied. Again, we note that inequalities (27) 
include the one case not resolved definitely in SBK. It 
is also apparent that the crucial proof that the partial 
indices for the matrix Riemann problem required in 
the half-range completeness theorem for the N -group 
problem can be taken as established, for these cases 
when Theorem 1 applies. 

Finally, we should like to mention that Pahor and 
Suhadolc 13 have established the existence of a unique 
solution to Eq. (15); their proof, however, is based on 
conditions more restrictive than those of our Theo­
rem 1. 
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A perturbation procedure is developed for two synchronously tuned, coupled, autonomous, nonlinear oscillators, 
The procedure results in ordinary nonlinear differential equations for the slowly varying amplitude envelopes 
and the slowly varying phase difference of the two oscillators. A method of obtaining initial values is included 
as are two examples for coupled van der Pol and linear oscillators. 

INTRODUCTION 

In this note we develop a perturbation method for 
studying two weakly coupled, synchronously tuned, 
autonomous, nonlinear os,~illators. The nonlinearities 
are also assumed small. The method is quite similar 
to those developed by Krylov, Bogoliubov, and Mitro­
polsky1 among others; but their methods are not 
applicable to the particular case in which the oscilla­
tors are synchronously tuned. The method results in 
differential equations for the slowly varying enve­
lopes and phases of the oscillations. 

Perturbation series for the initial values of the 
envelopes and phases are obtained, and the method is 
illustrated by application to coupled linear and van 
der Pol oscillators. 

PERTURBATION SOLUTIONS 

The coupled differential equations are 

x +x= fj(x,x,y,y, E) 
and 

Y +y = Eg(X,X,y,y,E), 

(la) 

(lb) 

where f and g are assumed to be analytic functions of 
x, x, Y ,y , and E, expressible in the form 

00 

f = ~ ~(x,X,y,Y)Ej 
j=O 

and 0() 

g = ~ ~(x,X,y,Y)Ej, 
j=O 

withfo and go not identically zero. Equations (la) 
and (lb) have unique solutions for specified initial 
values of x,x,y, andy. 

We seek solutions in the form 

(2a) 

(2b) 

x = a cos1/l + EX1 (a, b, 1/1, ¢) + E 2X 2(a, b, 1/1, ¢) + ... 
and (3a) 

Y =b cos¢ + EJi1(a,b,1/I,¢) + E2Y2(a,b,1/I,¢) +"', 
(3b) 

where a, b, 1/1, and ¢ satisfy the differential equations 

and 

d = EAl (a, b, e) + E2A 2 (a, b, e) + ... , 

b = EB1(a,b,e) + E2B2(a,b,e) +"', 

~ = 1 + EC1(a,b,e) + E2C2(a,b,e) +"', 

¢ = 1 + EDl(a,b,e) + E2D2(a,b,e) + "', 

e = 1/1 - ¢. 

Thus 
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(3c) 

(3d) 

(3e) 

(3f) 

(3g) 

(3h) 

and so e is a slowly varying function of t. Further­
more, Xj andYj are all periodic functions of 1/1 and ¢, 
but do not con.tai~ the fu~damental, while~, Bj , Cj , and 
Dj are all perIOdIC functlOns of e. The functions x., 
YjlAj,Bj' (,} and Dj , are determined iteratively; firdt 
for j = 1, thenj = 2, and so on by the method des­
cribed below. 

For E = ° the solutions are 

x (0) = a cos1/l 
and 

Y (0) = b cos¢, 

(4a) 

(4b) 

where a (0) = 0, b (0) = 0, if; (0) = 1, 1> (0) = 1, and the 
superscript has been added to denote the E = ° solu­
tion. These results are now employed to determine 
Xl' A l' and C1 and later Yll Bv and D1 • The procedure 
for calculating Xl' A l' and C1 is to substitute X (0) and 
Y (0) in the right side of (la) and retain only first 
powers of E, 

fj(x, x ,Y ,y, E) = fjo(x (0), x (O),y (O),y (0»), (5) 

where 

x (0) = - a sin1/l + 0 (E) (6a) 
and 

yeo) = - b sin¢ + O(E). (6b) 

The right side of Eq. (5) is expanded in an exponen­
tial Fourier series with known coefficients, viz., 

n,m 

It is convenient to assume that this series contains a 
finite number of terms, which is all one would retain 
in practice. 

To evaluate the left side of (la), we differentiate 

x =a cos1/l + Ex1 (a,b,1/I,¢) 

and obtain 

x = - ~ a sin1/l + a cos1/l 

(8) 

+ E(ax1a + bX1b + ~xH + ¢Xl </», (9) 

where the subscripts denote partial derivatives, e.g., 
x 1a = ilx1/ila. Upon substituting Eqs. (3c) to (3f) in 
Eq. (9), that equation becomes 

X =-a sin1/l- wC1(a,b,e) sin1/l + EAl(a,b,e) cos1/l 

+ EX1 (/! + EXH + O(E2). (10) 

1466 
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The above calculation is repeated to obtain 

x = - a cost/l- E2aC1 cost/l- E2Al sint/l 

+ E(xl1Ji1Ji + 2xl1Ji¢ + x1'l>"') + O(E 2), (11) 

where the fact that ti, b, and Ii are all 0 (E) have been 
employed. When this result and the expression for 
x are substituted in Eq. (la) and first powers of E are 
equated, we obtain a partial differential equation for 
xll which also contains the unknowns Al (a, b, e) and 
Cl (a, b, e), viz., 

X11jJ1jJ + 2x1lP<1> + xl¢¢ - 2Al sint/l - 2aC1 cos,!; + xl 

=L; hnm e i (nljJ+m</J). (12) 
n,m 

To solve Eq. (12) for x1,A1, and Cl we separate it into 
resonant and nonresonant parts. The resonant part 
contains the A 1 and C1 terms which are equated to 
the Fourier series terms with n + m = ± 1, 

- 2A 1{a,b,e) sint/l- 2aC1(a,b,e) cost/l 

= '" h fa b)ei(nl/l+m¢). L.J nm\i, , 
n,m 

n+m=±l 

(13) 

whereas the nonresonant part contains the Fourier 
terms with n + m ", ± 1, 

x1 l/JljJ + 2xl1Ji¢ + xl¢¢ + xl = L; hnm(a, b)ei(nl/J+m¢). 
n.m 

n+m;'±l (14) 
The resonant equation (13) is solved by substituting 
1> = t/I - e in the exponent to obtain 

ei(nljJ+m¢) = e i [(n+m)l/I-m6] = e-im 6(cost/l ± i sint/l). 

Thus Eq. (13) becomes 

- 2Al (a,b,e) Sint/l- 2aCl (a,b,e) cost/l 

L; hnm (a,b)e- im8 (cost/l ± i sint/l) (15) 
n.m 

n+m =± 1 

and so by equating sint/l and cost/l terms, 
i 

Al = -"2 L; (n + m)hnm(a,b)e-im6, 
n.m 

n+m~ ± 1 

1 
-2a L; hnm(a,b)e-im6. 

n.m 
n+m= ±1 

To solve the nonresonant equation (14), we write 
xl (a, b, t/I, 1» as a Fourier series: 

n,m 
n+m= ±1 

t<1) (a b)ei (nljJ+m ¢) 
Snm , , 

(16a) 

(16b) 

and substitute in Eq. (14), which thereupon becomes 

L; [1- (n + m)2H~~ (a,b)ei(n~+m¢) 
n,m 

n+mt- ±1 

n.m 
n+m; ±1 

Thus the coefficients are given by 

h (a b)ei(m/J+m¢) nm , • 

~!~(a,b)={hnm(a,b)/[1-(n +m)2]}, n +m"'± 1. 
(17) 

Note that Eq. (17) is defined for all nand m, with n + 
m ", ± 1, and all other terms are included in the de­
termination of Al and C1 • Resonant terms act to 
drive the fundamental amplitude and phase, whereas 
the nonresonant terms produce harmonics. 

The above calculation must be repeated with Eq. (lb) 
to determine Yl' Bl , and D1 • In place of (13) and (14), 
we obtain 

and 

n,m 
n+m= ±1 (lBa) 

where knm (a, b) are the Fourier coefficients of 
go(x(O),x(O),y(O),Y(O». Then after substituting t/I = 1> + e 
in (lBa) and performing the same manipulations as 
above, we obtain 

and 

n.m 
n+m=±l 

1 
Dl = - 2b L; knm(a,b)ein6. 

n.m 
n+m=±l 

Finally the series representation for Yl> 

..,(1) (a b'ei(nljJ+m¢) 
'Inm ,'} , 

has coefficients given by 

(19a) 

(19b) 

(20) 

r}!~(a,b) ={knm (a,b)/[l- (n +m)2]}, n +m ",± 1. 
(21) 

The calculation of x 2,A2,C2 andY2,B2,D2 is carried 
out in the same way as the first-order terms. 

INITIAL VALUES 

In many cases it is desirable to express the initial 
values a (i), b(i), t/I(i), and 1>(i) in terms of given initial 
values of xi' xi'Yil and Yi' Such expressions can l?e . 
derived without integrating the equations for b, b, t/I, 
and ¢, i.e., using Aj' Bj' q , and Dj . Indeed, this is 
essential since the equations for il, etc., may only be 
integrable numerically, and thus the initial values 
must be known in advance. The procedure is not 
complicated albeit laborious; our discussion is limit­
ed to a brief outline. 

The initial values Xi and Xi are given by Eqs. (3a) and 
(9) evaluated at a(i), b(i), l/!(i), and 1>(i);Yi and Yi are given 
by corresponding equations. Then upon employing 
Eqs. (3c)-(3f), combining the equations for xi and xi> 
and rearranging terms, we obtain 

a(i)ei~(i) = xi - iJ:i + ~ EjUj (a (i), b(i), l/!(i), 1>(i), (22) 
j~l 

whe;e Hj contains >1 and all terms in the equation 
for xi multiplied by EJ. Perturbation series are now 
assumed for a(i) and t/I(i) , 

(23a) 
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co 

l/I (i) =:0 Eh/lj(xiA'Yi'Yi)' (23b) 
j=O 

and zero order terms (Eo = 1) are collected in Eq. 
(22). The results are 

au = (xl' + x;2)1/2 
and 

and similar equations hold for bo and cpo. 

(24a) 

(24b) 

To obtain expressions for.the higher-order terms 
aj and l/Ij , we expand a(i)eilJi(') in a Taylor series about 
ao' l/Io' viz., 

a(;)eilJi(i) = aoe ilJio + (a(i) - au)ei!J!o + ia(i)eiIJiO(l/I(i) -l/I
o

) 

+ eil/Jo ~ (~ao(l/I(i) - l/Io) l 
l=2 l! 

+ i
l
-
1 

(l/I(i) -l/I )l-l(a(i) - au»). (25) 
(l-l)! 0 

The perturbation series (23a) and (23b) are substi­
tuted in Eq. (25), and the resultant expression is com­
bined with Eq. (22). By equating all terms multiply­
ing Ej for each j, we find 

aj + iaul/lj = Gj(a o,·· .aj_1;bo,·· .bj-1;l/Io,·· ·l/Ij-l; 

CPo, •.. ¢j-l) (26) 
so that 

~ = Re(Gj ) and l/Ij = (l/au) Im(Gj ). (27) 

Thus expressions for (~, b1, l/Il' ¢l)' (~, b2, l/I2' CP2) 
are successively determined as functions of (ao, bo, 
l/Io, CP9)' which in turn are known functions of Xi'Xi ' 
Y;'Yi lCf. Eq. (24a) and (24b)]. 

EXAMPLES AND DISCUSSION 

Consider two coupled van der Pol oscillators des­
cribed by the equations 

x + x = E[cox(l- x 2 ) + clY] 
and 

y +y = E[c2y(1- y 2 ) + c3x +c4Y], 

(28a) 

(28b) 

where c1 and c3 are coupling constants and c4 is pro­
portional to the de tuning . The results of carrying 
out the perturbation calculation are 

a = E[tcoa(l- ta 2 ) - tc1b sine], 

b = E[tc2 b(1 - tb 2 ) + tc3a sine], 

~ = 1 - E(c1b/2a) cose, 

¢ = 1- tEC4 - E(c3a/2b) cose, 

so that 

(29a) 

(29b) 

(29c) 

(29d) 

(2ge) 

It does not appear possible to analytically integrate 
Eqs. (29a), (29b), and (2ge), and thi~ \s gene!ally the 
case. However, the equations for a, b, and e are sub­
stantially easier to integrate numerically than the 
original equations, since the former describe slowly 
varying amplitudes ~nd frequencies. Furthermore, 
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the equations for Ii, b, and e yield inSight into the 
~ystem behavior. Consider, for example, setting 
e = 0 in Eq. (2ge), which corresponds to synchroni­
zation. Then equilibrium values of a and b can be 
determined. Furthermore, occasionally a conserva­
tion condition relating a and b can be obtained as, 
for example,2 iff and g in Eqs. (la) and {lb) are 
given by f = xw(r 2) andg =yw(r 2), where r2 = 
x 2 + y 2. The three equations relating a, b, and e, 
then reduce to two equations in a and e alone, which 
are amenable to study in the phase plane. 

As a second example consider the linear coupled 
equations 

x + x == E2c1y 
and 

ji +y == EC4 Y + E2C3 x. 

The solutions obtained by linear analysis are 

(30a) 

(30b) 

x = ao{cos(t) + (Eboc1/auc4) cos[(l - tEC4 )t]} + O(E2), 
(31a) 

and 
y = bo{cos[(l - ~Ec4)t] - (woc3/boc4) cos(t)} + O(E2), 

(31b) 
where ao and bo are constants. 

The results of our analysis, which follow from Eqs. 
(29a)- (29c), are 

~ = 1 - (E2c1b/2a) cose, 

¢ == 1 - ~Ec4 - (E 2c3a/2b) cosB, 

e == tEC4 + ~E2[(c3a/b) - (c1b/a)] cose. 

To integrate these equations, we assume 

a == au[1 + Oed] and b = bo[l + O(E)] 

so that 

and the integrals are3 

e A cos(yt) - B cos == , 
A - B cos(yt) 

and 
sine == (A/y)[1 + (B/A) cose] sinyt, 

where 

(32a) 

(32b) 

(32c) 

(32d) 

(32e) 

(34a) 

(34b) 

A = ~Ec4' (34c) 

B = - h 2[(clbo)/ao) - (c3au/bO)]' (34d) 
and 

y = (A2 - B2)1/2. (34e) 

After some manipulation we obtain 

cosB = cos(At) - (B/2A)[1- cos(2At)] + O(E2) (35a) 

and 
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(36c) sine == sin(At) + (B/2A) sin(2At) + O(E2), 

and so 

a = 0 0 [1 + (Ec1/c4 )(bo/ao) cos(At)] + O(E2), 

b == bo[1- (Ec3/c4 )(ao/bo) cos(At)] + O(E2), 

(35b) 

(36a) 

(36b) 

1 N. N. Bogoliubov and Y. A. Mitropolysky, Asymptotic Methods in 
the Theory of Non-Linear Oscillations (Gordon and Breach, New 
York,1961). 

lj; = t - (Ecdc4)(bo/ao) sin(At) + O(E 2), 

¢ = (1 - tEC4)t - (Ec3/c4)(ao/bo) sin(At) +O(E2). (36d) 

Upon substitution in x = 0 coslj; and y = b cos¢, the 
results agree identically with Eqs. (31a) and (31b). 

2 K. B. Paxton and W. Streifer, Appl. Opt. 10, 1164 (1971). 
3 G. P. Bois, Tables of Indefinite Integrals (Dover, New York, 1961), 

p.121. 
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By using the complex null tetrad as basis for the tangent space, a Killing vector field (H symmetry") is intro­
duced into the system of Einstein's equations with Maxwell's equations. The two bivectors F~u and K 'u (the 
associated Killing bivector) are assumed to have a principal null direction in common. Killing's equiiions, 
Maxwell's equations, and Einstein's equations are then written down for the case where this special direction 
is also a principal null geodesic for the Weyl conformal tensor. A certain analog of the Goldberg-Sachs theo­
rem is proved. The static cases, plus a sizeable class of the static algebraically special cases are examined, 
to wit: where the special direction is also shear-free. In particular, all such algebraically special spaces must 
be Petrov Type D as a result of a coupling of the principal null directions for F u' This algebraically special 
metric is derived as an example of the static classes and is a static generalization of the Reissner-Nordstrom 
metric. 

1. INTRODUCTION AND PRELIMINARIES 

This work is concerned with properties of spaces 
admitting the vacuum Einstein-Maxwell equations 
plus a Killing vector field. The formalism used to­
wards these ends is that of the complex null tetrad. 

Section 2 develops some of the relationships between 
the electromagnetic field in general relativity and the 
existing geometry of the principal null directions for 
that field. This is mostly a synthesis of known re­
sults scattered through the literature. 

Section 3 derives a result in general relativity with 
electromagnetic theory which says that given certain 
conditions, including a Killing vector field, one has a 
theorem of the sort "geodesic and shear-free implies 
algebraically special." Certainly, such a result is 
next to trivial when the electromagnetic field is null; 
but the new results are in the context of a nonnull 
electromagnetic field. 

Section 4 takes up the subject of lightlike Killing vec­
tor fields (for any space-time) in a separate context. 
Some of the cumbersome cases in more general Kill­
ing vector studies are eliminated by the separate 
results possible here. 

Section 5 derives the equations necessary to study 
first any vacuum Einstein-Maxwell space-time with 
a Killing vector field whose Killing bivector and elec­
tromagnetic bivector possess a principal null direc­
tion in common. This is specialized to the study of 
hypersurface orthogonal (in particular, static) Killing 
vector fields. The primary equations include alge­
braically general as well as algebraically special 
cases. The field equations are included in their gene­
ral form. 

Section 6 derives as an example a static generaliza­
tion of the Reissner-Nordstrom solution for a point 
charge. This solution has two arbitrary constants: 
one real and associated with mass and one complex 

and associated with a static electromagnetic field. It 
can be made to admit as many as four Killing vector 
fields and, in that event, be the Reissner-Nordstrom 
solution. More general axially symmetric cases are 
possible, however, by a less restrictive choice of the 
function p(~, ~). With any choice, however, the electro­
magnetic field remains unaltered for the whole class. 

Reference 1, Secs. 2-4, contains most of the neces­
sary details surrounding the mathematical develop­
ment of this section. In the following work, quite 
extensive use is made of the notion of a complex null 
tetrad {ea ! a = 1,2,3, 4} and its dual {E a ! a = 1,2,3, 4} 
(e1 and e2 are complex conjugates of one another 
while e3 and e4 are real; all four vectors are null in 
the sense that their squares, ea· ea, are zero). If 
Greek indices refer to components of an object with 
respect to a coordinate system {x ll } and Latin indices 
refer to components of an object with respect to a 
general baSis (tetrad), we have ea == e:o/l and Ea = 
Ea Ildxl-', where Ea(eb) == o~; i.e., Ea Ilebll = oa band 
ea/lEa v = 011 v' The choice of signature for the metric 
tensorg =gjJ.vdxlldxv ==gabEaEb[EaEb == t(EaQ<)E b + 
E b Q<) Ea)] is made to be (+++-). Locally over the Coo 
Lorentz manifold, the tetrad components gab = g(e a' e b) 
of the metric may be given the form gab = t(01a o2 b + 
02aO\) + t(03ao\ + B\B3 b) so thatg = 2E1E2 + 
2E 3E 4. 

The set of transformations on the tetrad ea -7 ea , pre­
serving the above form for gab (Le., for which ga' b' == 
gab) is called the set of Lorentz transformations. The 
proper orthochronous subgroup of these is given by 

exp(- iB)e 2 , ! ! 

[

eXPUB)e 1 ' l 
= 1 - 0I{3 -1 

exp(A)e3 , 

exp(- A)e4' 
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(36c) sine == sin(At) + (B/2A) sin(2At) + O(E2), 

and so 

a = 0 0 [1 + (Ec1/c4 )(bo/ao) cos(At)] + O(E2), 

b == bo[1- (Ec3/c4 )(ao/bo) cos(At)] + O(E2), 

(35b) 

(36a) 

(36b) 

1 N. N. Bogoliubov and Y. A. Mitropolysky, Asymptotic Methods in 
the Theory of Non-Linear Oscillations (Gordon and Breach, New 
York,1961). 

lj; = t - (Ecdc4)(bo/ao) sin(At) + O(E 2), 

¢ = (1 - tEC4)t - (Ec3/c4)(ao/bo) sin(At) +O(E2). (36d) 

Upon substitution in x = 0 coslj; and y = b cos¢, the 
results agree identically with Eqs. (31a) and (31b). 

2 K. B. Paxton and W. Streifer, Appl. Opt. 10, 1164 (1971). 
3 G. P. Bois, Tables of Indefinite Integrals (Dover, New York, 1961), 

p.121. 
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By using the complex null tetrad as basis for the tangent space, a Killing vector field (H symmetry") is intro­
duced into the system of Einstein's equations with Maxwell's equations. The two bivectors F~u and K 'u (the 
associated Killing bivector) are assumed to have a principal null direction in common. Killing's equiiions, 
Maxwell's equations, and Einstein's equations are then written down for the case where this special direction 
is also a principal null geodesic for the Weyl conformal tensor. A certain analog of the Goldberg-Sachs theo­
rem is proved. The static cases, plus a sizeable class of the static algebraically special cases are examined, 
to wit: where the special direction is also shear-free. In particular, all such algebraically special spaces must 
be Petrov Type D as a result of a coupling of the principal null directions for F u' This algebraically special 
metric is derived as an example of the static classes and is a static generalization of the Reissner-Nordstrom 
metric. 

1. INTRODUCTION AND PRELIMINARIES 

This work is concerned with properties of spaces 
admitting the vacuum Einstein-Maxwell equations 
plus a Killing vector field. The formalism used to­
wards these ends is that of the complex null tetrad. 

Section 2 develops some of the relationships between 
the electromagnetic field in general relativity and the 
existing geometry of the principal null directions for 
that field. This is mostly a synthesis of known re­
sults scattered through the literature. 

Section 3 derives a result in general relativity with 
electromagnetic theory which says that given certain 
conditions, including a Killing vector field, one has a 
theorem of the sort "geodesic and shear-free implies 
algebraically special." Certainly, such a result is 
next to trivial when the electromagnetic field is null; 
but the new results are in the context of a nonnull 
electromagnetic field. 

Section 4 takes up the subject of lightlike Killing vec­
tor fields (for any space-time) in a separate context. 
Some of the cumbersome cases in more general Kill­
ing vector studies are eliminated by the separate 
results possible here. 

Section 5 derives the equations necessary to study 
first any vacuum Einstein-Maxwell space-time with 
a Killing vector field whose Killing bivector and elec­
tromagnetic bivector possess a principal null direc­
tion in common. This is specialized to the study of 
hypersurface orthogonal (in particular, static) Killing 
vector fields. The primary equations include alge­
braically general as well as algebraically special 
cases. The field equations are included in their gene­
ral form. 

Section 6 derives as an example a static generaliza­
tion of the Reissner-Nordstrom solution for a point 
charge. This solution has two arbitrary constants: 
one real and associated with mass and one complex 

and associated with a static electromagnetic field. It 
can be made to admit as many as four Killing vector 
fields and, in that event, be the Reissner-Nordstrom 
solution. More general axially symmetric cases are 
possible, however, by a less restrictive choice of the 
function p(~, ~). With any choice, however, the electro­
magnetic field remains unaltered for the whole class. 

Reference 1, Secs. 2-4, contains most of the neces­
sary details surrounding the mathematical develop­
ment of this section. In the following work, quite 
extensive use is made of the notion of a complex null 
tetrad {ea ! a = 1,2,3, 4} and its dual {E a ! a = 1,2,3, 4} 
(e1 and e2 are complex conjugates of one another 
while e3 and e4 are real; all four vectors are null in 
the sense that their squares, ea· ea, are zero). If 
Greek indices refer to components of an object with 
respect to a coordinate system {x ll } and Latin indices 
refer to components of an object with respect to a 
general baSis (tetrad), we have ea == e:o/l and Ea = 
Ea Ildxl-', where Ea(eb) == o~; i.e., Ea Ilebll = oa band 
ea/lEa v = 011 v' The choice of signature for the metric 
tensorg =gjJ.vdxlldxv ==gabEaEb[EaEb == t(EaQ<)E b + 
E b Q<) Ea)] is made to be (+++-). Locally over the Coo 
Lorentz manifold, the tetrad components gab = g(e a' e b) 
of the metric may be given the form gab = t(01a o2 b + 
02aO\) + t(03ao\ + B\B3 b) so thatg = 2E1E2 + 
2E 3E 4. 

The set of transformations on the tetrad ea -7 ea , pre­
serving the above form for gab (Le., for which ga' b' == 
gab) is called the set of Lorentz transformations. The 
proper orthochronous subgroup of these is given by 

exp(- iB)e 2 , ! ! 

[

eXPUB)e 1 ' l 
= 1 - 0I{3 -1 

exp(A)e3 , 

exp(- A)e4' 
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e 
a[3 -a 

1 -a 
x 

-[3 -[3 1 

a a -aa 

(1. 1) 

where A, B , a, [3 are parameters; a [3 '" 1; A and Bare 
real; a and [3 are complex. (A bar above a symbol 
denotes complex conjugation.) 

As a basis for the space of bivectors (2-forms) over 
this manifold, take the set {EAIA = I,ll, TIl, IV, V, VI} 
or its dual {eA } introduced in Ref. 1; Le., the bivector 
B dxlllldxv=B EallEb=BEAwhereB =-B 

!IV ~ ab A ' IlV vfl • 
The adjoint *B == B;vdXIJ II dx v = B;EA is another bi-
vector formed as follows: 

or 
B* 1 Bed ab = 21) abed ' 

0.2a) 

(I.2b) 

where 1)llvpo = [det(glJ v)]1/2. EjlvPo with E"LVPO the com­
pletely skew-symmetric LevI-Civita permutation 
symbol. It turns out that 1)1234 = i = -!=T where the 
1,2,3,4 are tetrad indices as used in (1. 2b). (Unless 
otherwise stated, all number indices will refer to the 
complex null tetrad.) A bivector B is null if and only 
if BABA = 0 = B;BA; otherwise it is said to be nonnull. 

The following canonical forms are possible through 
the transformations (1.1) using choices of a and [3 
only: 

B null: B = 2B mE3 II El + 2B vrE 3 II E2 

(or = 2BrE 4 1\ E2 + 2BIVE4 II El), 

B nonnull: B == 2Bn(E1 II E2 + E3 II E4) + 
2Bv(E2 II El + E3 II E4), 

(1. 3a) 

(1. 3b) 

whereB m =B 31 andB u = ~(B12 +B 34 ). The trans­
formation freedom left on (1. 1) after transforming a 
null bivector to (1. 3a) is 

e1, == exp(- iB)' [e1 + [3e4], 

e2, = exp(iB)' [e2 + ~e4]' 
e3, = exp(- A)' [e3 - ~el - [3e2 - [3~e4]' 

e4, = exp(A)' [e4], 

(1. 4) 

the so-called null rotations about e4 (which is then a 
principal null direction for B). The transformation 
freedom left on (1.1) after the nonnull bivector is 
put into the form (1. 3b) is 

e l , = exp(- iB)el' 

e 3' =: exp(- A)e 3 , 

e2, = exp(iB)e2, 

e 4, == exp(A)e4; 
(1. 5) 

i.e., a simple scaling is all that can be allowed. Both 
e 3 and e 4 are now principal null directions for B.) It 
turns out that in the latter case,Bu ' = Bn under (1. 5) 
so that no further simplification of Bu (such as mak­
ing it real, or pure imaginary, or constant) is possible. 
This is in contrast to the null case where BIll' =: 

exp(A - iB)B III under (1. 4). 

If we define 

(B(-) == B + i*B, (1.6) 
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then 

(B(-) = 2B rE r + 2BIIEII + 2BmEIII = (B(-)AEA. (1. 7) 

The following product is an invariant with respect to 
both coordinate and tetrad transformations: 

'tf' = l. IT) (-) B A - 2 (B B B 2 ) vc - 2 U) A - r III - II' (1. 8) 

The existence of canonical forms for B and the in­
variance of (1. 8) lets us obtain 

B null => :K == O;B nonnull => :K.= - 2BYr' (1. 9) 

The equations for a source-free Maxwell field, whose 
field tensor is the bivector B are written classically 
as 

(1. 10) 

Equations (1. 10) have a particularly simple form if 
one uses (1.6) and exterior differentiation. The 
following is equivalent to (1. 10): 

d(B(-) = O. (1. 11) 

Hence, the source-free Maxwell equations may be 
written in the form of (1. 11). 

2. EINSTEIN-MAXWELL THEORY: THE 
ELECTROMAGNETIC BIVECTOR IN GENERAL 
RELATIVITY 

Let F flV be a source-free Maxwell field defined 
locally over the manifold; i.e., F == F vdXfl II dx v = 
FabEa II E b is an electromagnetic bive~tor which satis­
fies dfS (-) = O. To couple this with relativity theory, 
the equations (R flv is the Ricci tensor and T flV is the 
Maxwell energy-momentum tensor) 

R llv = - 87TT flv ' 

where T llv == (47T)-1(F llo F v 0_ igl1vFpoFPO) 

(2.1) 

(2.2) 

must be satisfied in addition to the Maxwell equations. 

If the connection coefficients r abc = - rbllC are de­
fined through the first structure equations (r abe == 
gamrmbe) 

(2.3) 

the null vector field e 4 has the following interpreta­
tion of its connection coefficients r 4ab: 

r 424 == geodesy: e 4 is geodesic ¢:!> r 424 = 0, 

r 422 == shear: e 4 is shearfree ¢:!> r 422 =: 0, 

r 42 3 =: rotation, 

r 421 == complex expansion: Re(r 421) = expansion, 
Im(r 421) =: twist. 

The physical interpretations of these quantities have 
been given the most attention for the case where 
r 424 = O-the geodesic null congruence e 4. (See, for 
example, the work of Sachs.2) 

If F is a null bivector and if e4 is a principal null 
direction for F, then it can be shown that dfS (-) = 0 
implies 

r424=r422=0; (2.4) 
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i.e., e 4 is then geodesic and shear-free. This is the 
Mariot-Robinson theorem, and its proof is straight­
forward using F in its canonical form (1. 3a). 

The Goldberg-Sachs theorem3 and additional lemmas 
in Ref. 3 were generalized by Robinson and Schild.4 

In terms of the notation used in this paper, Ref. 3 con­
tains the following theorems: 

(1) A mCllum space-lime (Rflv = 0) is algebraically 
special (C (5) = C (4) = 0) if and only if there exists 
a geodesic and shear-free lightlike vector field (e4 ). 

Such a vector field is a degenerate principal null 
direction for tlze Riemann (Weyl conformal) curvature 
tensor. 
(2) If with lhe tetrad {ea}, e4 is geodesic and shear­
free and the Ricci tensor has the form R 42 = R 41 = 
R44 =R ll =R 22 = O,then C(5) = C(4) = OJ i.e., the 
space is algebraicall y special. (This is not redundant 
to the theorem above whenever the field equations are 
more general thanR flv = 0.) 

A corollary of the latter has application to electro­
magnetic fields and may be stated as follows: 

Theorem 1: If an electromagnetic field F in 
Einstein-Maxwell theory has a principal null direc­
tion e 4 which is geodesic and shear-free, then the 
space is algebraically special. Furthermore C (5) = 
C (4) = 0 (e

4 
is a degenerate principal null direction 

for the Weyl tensor.) 

Proof: Using the canonical form for a null or non­
null F, a straightforward calculation shows that the 
tensor Tab has sufficient zero components to apply 
the second theorem above. QED 

A null field F always has its principal null direction 
to be geodesic and shearfree. (A non null field gene­
rally has no such properties.) Hence we see that a 
null electromagnetic field in Einstein-Maxwell theory 
is algebraically special, as shown by Sachs. 

One theorem of Robinson and Schild is given (where 
the tetrad is chosen so that F u is the only nonzero 
component of ~fC-») by the following. If C (5) = C (4) = 
o (e4 a degenerate principal null direction for the 
Weyl tensor), then e4 is geodesic and shear-free if 
and only if the "weak field equations" 

P(-)242 = 0 = P(-)442' (2.5) 

where Pabc == -Ra[b~c] + ~ g~[bR'cJ and p(-) == P + i*P, 
are satisfied. In the case of a nonnull electromagne­
tic field, Eqs. (2. 5) become 

IFul2r422 =0= IFu12r424' 

Hence, no new information can be gained in the non­
null electromagnetic case since "geodesic and shear­
free ¢:> geodesiC and shear-free" is all that emerges. 
There is no direct analog, for electromagnetic fields, 
of the Goldberg-Sachs theorem; but certain familiar 
additional constraints can give rise to a certain kind 
of analog. Introduction of a Killing vector field into 
the system provides one such constraint. 

Finally the Maxwell equations, dCS(-) = 0, may be 
written for a non null electromagnetic field F in 
canonical form as 

FU.1 = - 2Fn r314 , 

F U •3 = 2Fur312' 

F II •2 = - 2Fn r 423 , 

F II •4 = 2Fu r 421 . (2.6) 

Equations (2.6) are simple by virtue of both e3 and 
e4 being prinCipal null directions for F, making F I = 
F UI = O. 

3. INTRODUCTION OF A SYMMETRY INTO THE 
EINSTEIN-MAXWELL SYSTEM 

It is sufficient to study the nonnull electromagnetic 
field F in this section since the main purpose here 
is to try to say something about algebraically speCial 
spaces and their relation to the geodesic and shear­
free property; certainly much has already been said 
about the null field F in the literature. 

Let K == Kaea be a (contravariant) Killing vector field 
defined locally over the manifold, and let K == KaEa 
be its dual (covariant) field. Then (±) dK is called 
the Killing bivector1 (KBV) and it has components 
Ka;b' (Recall Ka;b + Kb;a = 0 is a form of Killing's 
equations.) Just as with any bivector, dK may be 
classified according to whether it is null or nonnull 
and may be put into a canonical form by Lorentz 
transformations on the tetrad. If we define B == dK, 
then d<B(-) = 0 if RJ'-v = OJ however,R!'v = - I:11TTllv for 
the electromagnetIc field and only dB = 0 holds true 
in that case. Killing's equations with a first set of 
integrability conditions may be written as follows: 

(3.1) 

(3.2) 

(3.3) 

All three are quite tedious in their most general 
form, but become more manageable if e3 or e4 is a 
prinCipal null direction for dK. Consider the follow­
ing lemma. 

Lemma 1: Let F be a nonnull electromagnetic 
field satisfying an Einstein-Maxwell system. Let K 
be a Killing vector field admitted by the system for 
which e 4 is a prinCipal null direction for both dK and 
F. If the space-time is algebraically special, with 
e4 a degenerate principal null direction for the Weyl 
tensor, then e4 is geodesic and shear-freej i.e., 

C (5) = C (4) = 0 ==:!> e4 geodesic and shear-free. 

Proof: Since e4 is a prinCipal null direction for 
dK, it follows !Eat K 1;4 = K2 ;4 = K 4;1 = K 4 ;2 = 0; 
i.e.,K! = 0 = K 1 • Hence two equations from (3.2) are 
of the form 

4Kur 422 = - C(4)K1 - C(5)K4, 

4Ku r 424 = C (5)K2 - C (4)K3, 

(3.4a) 

(3.4b) 

whenever dK is a nonnull KBV. So in this case C (5) = 
C (4) = 0 implies r 422 = r 424 = 0; i.e., e 4 is geodesic 
and shear-free. In the other case where dK is a null 
KBV, the Eqs. (3. 2) include 

C(4)K2_C(3)K3=0=C(3)K1 +C(4)K4. (3.5) 

Then if C(5) = C(4) = 0,C(3)K1 = C(3)K3 = O. This 
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last condition then splits into two cases: C (3) 7' 0 or 
C(3) == O. 

Suppose C (3) 7' O. Then Kl == K2 = K3 == O. Hence 
K == K 4e4 and K4 ~ 1 by a transformation, making 
K == e4 • By virtue of being a lightlike Killing vector 
it is clear by covariant differentiation that e4 is geo­
desic and shear-free. 

Suppose C(3) == O. At this pOint we refer to the work 
of Robinson and Schild. 4 If C (5) == C(4) == C(3) == 0, 
then" degeneracy d (2)' of Ref. 4 is satisfied: "Theo­
rem I" of that reference has the result that "d (2)" 

implies Eq. (2. 5) above in the present paper. Hence, 
for the non\1ull electromagnetic field, (2. 5) gives us 
that r 424 == r 422 = O. QED 

(Notice that in the last paragraph no essential use 
was made of a Killing vector field; hence we have the 
lemma: If F is nonnull and C (5) == C (4) == C (3) == 0, 
then e4 is geodesic and shear-free in an Einstein­
Maxwell space-time.) 

The lemma above and Theorem 1 go together to form 
the following theorem. 

Theorem 2: Let F be a nonnull electromagnetic 
bivector satisfying an Einstein-Maxwell system. 
Let K be a Killing vector field admitted by the sys­
tem for which the tetrad vector e4 is a principal null 
direction for both dK and F. Then the space-time is 
algebraically special, with e 4 a degenerate principal 
null direction for the Weyl tensor, if and only if e 4 
is geodesic and shearfreej Le., C (5) == C (4) == 0 if and 
only if e 4 is geodesic and shear-free. 

At this stage the "charged-Kerr" solution (see for 
example Ref. 5) with its timelike Killing vector and 
nonnull electromagnetic field goes as an example 
consistent with this theorem. Another consistent 
example is in the work mentioned by Mas. 6 

4. LIGHTLIKE KILLING VECTOR FIELDS IN ANY 
SPACE-TIME 

A digression on lightlike Killing vector fields appears 
in order at this point. If it is possible to conclude 
something useful in general here no matter what the 
space-time, exclusion of these special cases in sub­
sequent discussions is then made possible. 

Let K == K 4 e4 be a Killing vector field, without loss 
of generality. A Lorentz transformation on the com­
plex null tetrad merely of the form (1. 5) with B == 0 
may transform K4 ~ 1. Then if K == Kaea,Ka == oa 4 
or Ka == ga 4' Consequently 

Ka;b == - r 4ab (4.1) 

are the components of the KBV. Since K 1;1 = K 2;2 = 
K 3 ;3 == 0, 

r 411 == r 422 == r 343 == O. (4.2) 

Also notice that K 4 ;2 = - r 442 == 0 and that K 2 ;4 == 
- r 424; hence 

r414=r424=o. (4.3) 

Equations (4.2) and (4.3) imply that e 4 is geodesic 
and shear-free. Moreover K 4 ;2 == 0 =:> KI == 0, in 
bivector notation. Hence e 4 is a principal null direc­
tion for its own KBV. 
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More relationships from (4.1) and Killing's equations 
give the following: 

r 421 + r 412 == 0 = r 344 == r 342 - r 423 . (4.4) 

Since one usually defines the complex expansion of 
e4 , Z == r 421' then z + Z == O. If Kn 7' (}, e3 ' can be 
made to coincide with the other principal null direc­
tion for dK, giving Km == K 3 ;1 == O. If dK is a null 
KBV then Kn == 0 and KIll 7' 0, given that KI == O. 

Consider the expression K[a;b] Ka;b . This has the 
explicit form - ~ (r 421 - r 412)2 == - ~ (z - zV when­
ever Kn 7' O. So, for this case, 

K[a;bJKa;b == - H2i)2[Im(z))2 == 2[Im(z)]2. (4.5) 

Therefore 

(4.6) 

for Kn 7' O. If Kn = 0 then K 1 ;2 == 0 => r 412 == O. 
Therefore z == 0 for dK being a null KBV (by defini­
tion Ka;bKa;b == 0 here). 

Consider the expression Ka;a' This has the explicit 
form K1;1 + K2;2 + K3;3 + K4;4 = 0, since K is a 
Killing vector. Killing's equations give K 1 ;2 + K 2 ;1 = 
0== K 3 ;4 + K 4 ;3' Hence 

2 Re(z) == r 412 + r 421 = 0 == r 344' (4.7) 

when Kn 7' O. To conform to other authors' notation 
when dealing with lightlike congruences, we have thus 
far established that the complex expansion z of e 4 
has the general form 

z == 1.. Ka + i[!. K Ka;b]1/2 2;a 2 [a;b] • (4.8) 

In all cases where e 4 is proportional to a Killing vec­
tor K, Ka;a == O. 

Finally consider the integrability condition (3.3). 
Since K is lightHke, 

o = (KaKa);o == 2 Ka;oKa , 

0== Ka;bKa;b + Ka;b bKa = Ka;bKa;b + RabKaKb. (4.9) 

By virtue of Ka == oa4• Eq. (4. 9) becomes 

(4.10) 

hence Ka;bKa;b == 0 ¢=!> R44 = O. This*gives rise to 
the following theorem. (One shows Ka;bKa;b = 0 here 
by noting that z = 0 implies K is hyper surface ortho­
gonal.) 

Theorem 3: Let J(jJ be a lightlike Killing vector 
congruence in a space-time. Then RJJuJ(flJ(U = 0 if 

and only if the complex expansion of J(fl,Z == O. The 
KBV J<' fl ; v is then null. 

An application of the theorem above (in addition to 
the obvious cases: R flU == 0 and R u == Ag Jl) is where 
J<'JJ is also a principal null direction for an electro­
magnetic field. Then it is well known that TJJuJ(u = 
Ci.J(jJ' so that TjJuJ(JlJ(v == 0, where TJJv is the electro­
magnetic energy-momentum tensor. And hence the 
Einstein-Maxwell equations are sufficient to give 
z = O. 
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5. THE HYPERSURF ACE ORTHOGONAL KILLING 
VECTOR (WITH NONNULL KBV) TOGETHER 
WITH A NONNULL ELECTROMAGNETIC FIELD 

In this section we confine ourselves to the Einstein­
Maxwell case admitting a Killing vector field which 
is hyper surface orthogonal. Further assumptions 
are that the Killing bivector and the electromag­
netic field are both nonnull. One additional condition 
is added: that the KBY and the electromagnetic field 
both have a principal null direction (here e 4 ) in com­
mon which is also geodesic. 

If a space-time admits a timelike hypersurface 
orthogonal Killing vector field, it is said to be slatic. 
In this case the orthogonal hyper surfaces are space­
like and evolve with time and can be more easily 
visualized from a physical point of view; examples 
are the Schwarz schild and certain Weyl/Levi-Civita 
solutions (for vacuum space-times) or the Reissner­
Nordstrom solution (for the Einstein-Maxwell case). 
The hyper surface orthogonal Killing vector field of 
this section is not necessarily timelike but could be 
spacelike just as well. These instances have prac­
tically the same mathematical properties, however, 
and timelike is assumed at an intermediate stage. 
(The lightlike case is excluded in view of the fact that 
z = 0 for this case, as shown in Sec. 4.) 

Using the assumptions at the beginning of this section 
we reduce the electromagnetic field to its canonical 
components and do the same for the nonnull KBY: 

dK ~ (O,Kn , 0), 

(5. 1) 

(5.2) 

where F II == ~ (F 12 + F 34)' FIll = F 31' Kn = 
~(K1;2 +K3 ;4)' Then Eqs.(3.2) and (3.3) yield the 
following general set of integrability conditions on 
K(= Kaea ): 

2KI ;1 = 4KIIr 421 = C(4)K2 - C(3)K3, 

2KI ;2 = 4Knr 422 == - C(4)K1- C(5)K4, 

2KI ;3 = 4Knr 423 == C (3)K1 + C (4)K4, 

2K
1
;4 == 4K

II
r 424 == C(5)K2 -C(4)K3; 

2K
U

;1 == 2Ku .1 = (C(3) +R 12 )K2 - C(2)K3, 

2Kll :2 == 2Kll ,2 == - (C(3) +R 12 )K1 

-R 32K2 - C(4)K4, 

2Ku ;3 == 2Kll ,3 == C(2)Kl +R 32K3 

+ (C(3) +R 34 )K4, 

2Kn:4 == 2Kn ,4 = C(4)K2 - (C(3) +R 34 )K3; 

2Km ;2 = - 4Kur312 == (R13 - C(2»)K1 

+R33K3 -C(3)K4, 

2KnI;3 == - 4Knr 313 == C (1)K1 -R33K2 

+ (C<2) +R 13 )K4, 

(5.3) 

(5.4) 

(5.5) 

2Km;4 = - 4Knr314 ==C(3)K2 - (C(2) +R 13 )K3. 

These are the direct generalization (with corrected 

numerical factors) of those in Ref. 1. A set of 
"Maxwell equations" for the KBV, quite similar to 
(2.6), can be obtained from (5.3)-(5.5): These are 

KILl - ~R12K2 + tR 13K3 == - 2Knr 314' (5.6a) 

K n ,2 + ~R 12K1 + ~R23K3 == - 2Kur 423' (5.6b) 

K n ,3 - ~R13K1 - ~(R23 +R 33 )K3 - ~R34K4 

== 2Knr 312' (5.6c) 

(5.6d) 

For the electromagnetic field (5.1), the Maxwell 
equations dfJ (-) == 0 yield 

o ==F IL1 - 2Fnr 314 -Fm,4 

+ F m(r 421 - r 124 - r 344)' (5.7a) 

o = F 11.2 + 2F n r 423 + F m r 422' (5.7b) 

o =Fn ,3 - ?Fnr 312 +Fm ,2 

+: F m(r 423 + r 342 + r 122), (5.7c) 

0==Fn ,4- 2Fn r 421 +Fm r 424 . (5.7d) 

The condition that e4 be geodesic (r 424 == 0) reduces 
the last of (5.3) to 

(5.8) 

The additional requirement that K be hyper surface 
orthogonal involves only two cases: 

Im(Kn ) == 0 and K1 == K2 = 0, 

Re(Kn ) == 0 and 1(3 == K4 = 0 

(5.9a) 

(5.9b) 

[see, for example, the derivation of (5. 9a) and (5. 9b) 
in Ref. 1 ]. Hence, these together imply (5.8) is satis­
fied by C(5)K2 == C(4)K3 ~ O. The case (5. 9a) is that 
for which K' K = 2K31(4 and can be spacelike or 
timelike. On the other hand (5. 9b) is that for which 
K . K == 2 K1 K2 > 0 and can only be spacelike. 

For the remainder of this section only (5. 9a) is 
examined. This case includes all static electromag­
netic examples of the spaces underlying this section. 
Then K == K 3e3 + K 4e4 and 2Kn == K 3 ;4 ~ O. 

The geodesic condition (5.8) implies C(4) == O. Then 
(5.3) gives r 423 == r 413 == O. From (5.4), Kn ,2 == 
o == 1(11,1' Hence (5.3) then implies C (2) == O. Since 
K n .4 is real, (5.4) implies C (3) == C (3). Hence 
r 421 :::: r 412 from (5.3); therefore, e4 is hypersur­
face orthogonal. (Algebraically special cases here 
fall into the Robinson-Trautman class. 7 ) In addition 
(5.5) gives r 321 = r 312 so that e3 is also hypersur­
face orthogonal. Since K1 = K n .2 = r 423 = 0, Eq. 
(5.6b) impliesR 23 :::: O. But T 23 == rr-1FmFn. Hence, 
with F nonnull this dictates FIll = 0 for consistency; 
and so e3 is also a principal null direction for F. 
Since T33 = rr-1FuIFIn' R33 = O. The energy­
momentum tensor then has the general form 
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( 

0 IFnl2 

IF 12 0 
(T ) = (41T)-1 II 

ab 0 0 

o 0 

o 
o 
o -1~nI2) . 

(5.10) 

Equation (5. 6a) gives r 314 == 0 and (5.5) gives r 313 == 
O. In summary we have the following list of relations: 

(i) Both e 3 and e4 are geodesic and hypersurface 
orthogonal principal null directions for dK and 
F; 

(ii) C(4) == C(2) == 0; 

(iii) KILl == K U •2 = 0 = r 423 = r 314; 

(iv) R34 = 21F nl2 == -RI2' with other Rab = O. 

Maxwell equations (5. 7a)-(5. 7d) are now 

FILl = F 11.2 = 0, 

F n .3 == 2Fur312' 

FIL4 == 2F n r 421 · 

(5.11a) 

(5.11b) 

(5.11c) 

Killing's equations (Kaib + Kbia = 0) simplify to 

K1i1 = 0 => K 3r 311 + K 4r 411 = 0, 

K 3 ;3 == 0 => K4.3 + K 4r 343 == 0, 

K 4 ;4 = 0 => K3. 4 + K 3r 344 = 0, 

K1 2 = 0 =>K3r 312 +K4r 412 == 0, ) 
; (5.12 

K 1 ;3 == K 3 ;1 == 0 => K4.1 + K 4r 341 == 0 = K 4r 413' 

K 2 ;4 == K 4 ;2 = 0 => K3. 2 -K3r 342 == 0 == K 4r 324 , 

K 3 ;4 == 2Ku => K4.4 + K 4r 344 = 2Ku , 

K 4 ;3 == - 2KlI => K3.3 - K 3r 343 == - 2Kn · 

Equations (5.3)-(5.6) become 

2Kur 421 = - ~C(3)K3, 

2Kur 422 == - ~C(5)K4, 

2Ku .3 == [C (3) + 21F n12]K4, 

2Kn.4 == -[C(3) + 21Fu12]K3, 

2 K r - 1. C (1 )K3 II 311 - 2 , 

2Knr 312 == ic (3)K4. 

(5.13) 

At this stage no transformations of the (allowed) type 
(1.5) have been utilized to Simplify expressions. 
Furthermore the field equations, or "structure equa­
tions", for the gravitational field have not been im­
posed. 

The following notation is introduced: z "'" r 421' 
X"'" r 312 ,0 == r 422 ,andT == r 311 . (No Similarity to 
names of Newman-Penrose spin coefficients is in­
tended.) The structure equations may be written as 

d(ZE1 + OE2) + 2(ZE1 + OE2) fI (r IlaEa) 

== HC(5)E 4 fI E2 + C(3)E3 fI E1], (5.14) 

d(r nmEm) + (ZEI + OE2) fI (TEl + XE2) 

= HC(3)(E 1 fI E2 + E3 fI E4) 

+ R 34 (E 2 fI E1 + E3 fI E4) + R 23E 3 fI E2 1, (5.15) 
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d(TE1 + XE2) + (2r lImEm) fI (TEl + XE2) 

== H C (3 )E 4 fI E 2 + C (1 )E 3 fI E 1 

+R 13 (E2 fI E1 + E3 fI E4) -R33E3 1\ E2]. 

Equation (5.14) reduces to 

-Z.2 +zr 342 +0. 1 - 20r121-0r341 == 0, 

(5.16) 

z .3 - Z (x + r 343) - OT = ~ C (3), 

Z.4-z2-oa-zr344==0, (5.17) 

0.4 - 0(2z + 2r 124 - r 344) = iC(5), 

0. 3 - O(X + 2r123 + r 343 ) -ZT = O. 

Equation (5.15) reduces to 

- r II 1.2 + r II2 ,1 - rII1r122 - rII2r121 

+ZX-OT =MC(3)-R 34 ], 

- r U3 .1 + rU1.3 + rII1(r123 -x) 

- r U2T - rU3r341 = 0, 

- r II 4 . 1 + r II 1. 4 + rIll (r 1 2 4 - Z ) ( 5. 18) 

- r U2u + rII4r341 = 0, 

- r II 3 .2 + r U 2 .3 - rIll T - r II 2 (r 123 + X) 

- rII3r342 =R 23 == 0, 

- r 343.4 + r 344.3 - 2r 343 r 344 = [C (3) + R 34]' 

- r 123 .4 + r 124 .3 - r124r343 - r123r344 = 0, 

where rUa == i(r12a + r 34a ). Finally,Eq.(5.16) 
reduces to 

-T.2 +x,1- T(r 342 +2r122) +xr 341 =-iR 13 =0, 

T.3 + T(r343 + 2r123 - 2x) = ~C(l), 

T .4 + T (r 3 4 4 + 2 r 12 4 - z) - ux = 0, (5.19) 

X. 3 +x(r343 -X)-TT =-iR 33 =0, 

x. 4 +x(r344 -Z)-OT ==~C(3). 

At this point one may transform K3 (for example) to 
a constant with the function A of (1. 5) so that K3. i = 0 
in Killing's equations (5.12). In particular this pro­
vides for r 344 = r 341 = O. Hence 

2KU=K4.4' K4.3==-K4r343 

and XK3 + zK4 = O. 
(5.20) 

Furthermore r 124 and r 123 may be transformed to 
zero by the function B of (1. 5). Consequently Eqs. 
(5.17)-(5.19) become 

z .2 - 0. 1 + 20 r 121 = 0, 

z.3- zr343 =X.4' 

z.4-z2-oa =0, 

0. 3 -o(x + r 343 ) -ZT = 0, 

0. 4 - 20z = ic (5), 

- r 121.2 + r 122.1 - 2r 122r 121 
+ 2zx - 20T = C(3) -R34' 

r 12 1.3 + r 343 .1 -xr121 -Tr122 = 0, 
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= 0, 
(5.21) 

r 122 .3 + r 343 .2 -xr122 -iT121 = 0, 

- r 343.4 = C (3) + R 34 , 

r 343.1 = r 343.2 = 0, 

T.2 -x. 1 + 2Tr122 = 0, 

T.3 +T(r343 -2x) =ic(l), 
T.4 -TZ -ax = 0, 

x. 3 +x(r343 -x)-TT =0, 

x . 4 - xz - aT = i C (3) 

(=> aT is real). 

Consider the case where z = O. Then x = 0, and vice­
versa from (5.20). Furthermore a = T = O. Hence 
C (i) = 0 for i = 1,2,3,4,5. The space is therefore 
conjormally /lat, with F II (and therefore F) being con­
stant. The metric of this space is included in the 
work of Cahen and Leroy8 in their study of the most 
general conformally flat Einstein-Maxwell spaces 
with a nonnull electromagnetic field. 

With z "" 0 assumed, the results of this section are 
summarized in the following lemma. 

Lemma 2: Let K = Kaea be a Killing vector field 
in an Einstein-Maxwell space where F = Fab(a II (b 
is the electromagnetic bivector. Furthermore, let 

(i) - dK = Ka;b(a II (b be the nonnull KBV, 
(ii) F be nonnull, 
(iii) e 3 be a principal null direction for dK, 
(iv) e4 be a principal null direction for both dK and F, 
(v) e4 be geodesic, 
(vi) K be hyper surface orthogonal with Im(Kll) = O. 

Then 

(a) e3 is also geodesic and is a principal null direc­
tion for F; 

(b) e3 is shear-free <=;> e4 is shear-free (from 
K 2;2=0); 

(c) e3 and e4 are hypersurface orthogonal; 
(d) r 423 = r 413 = r 314 = r 324 = 0; 
(e) K U •1 = K n .2 = 0 = FILl = F 11.2; 

(f) C(4) = C(2) = 0; 
(g) arg(F u) = const. 

It should be noted that as long as C (5)C (1) "" 9C (3)2, 
this lemma applies to algebraically general cases. 

6. ALGEBRAICALLY SPECIAL STATIC CASES 

From an invariant viewpoint, the algebraically special 
cases from Sec. 5 above are those for which either 
(1) e 3 or e 4 is geodesic and shearfree or (2) 
C (5)C (1) = 9C (3)2. Here we propose to examine the 
case (1): a = 0 andz "" O. 

By part (b) of the lemma above, e 3 and e4 are geo­
desic and shear-free; hence a = T = 0 and the space 
is Petrov Type D. The structure equations (5.21) 
yield 

Z.1 = z.2 = 0, (6.la) 

(6.lb) 

z = Z2 ,4 , 

x. 1 =x. 2 = 0, 

x. 3 =x2 -xr343, 

x.4 = XZ + iC(3), 

r 343 .1 = r 343 .2 = 0, 

- r 343 .4 = C(3) + 21Fn12, 

- r 121.2 + r 122.1 - 2r 122r 121 + 2zx 

= C(3) - 21F II12, 

r 121.3 = xr 121' 

(6.1c) 

(6.ld) 

(6. Ie) 

(6.lf) 

(6.lg) 

(6. lh) 

(6.1i) 

(6.1j) 

(6.1k) 

Consider first the relation from (5.12) stating that 
K3x + K4z = O. Since K3 has been transformed to a 
constant, it is possible to make that constanty unity, 
so that - K4z = x. Define X'= - K4. Then 

x = Xz, (6.2) 

where X is real. Furthermore Killing's equations 
(5. 12) imply 

X. 1 = 0 = X' 2 ' 

- X. 3 = xr 343' 

In particular note that (logJ<:) .3 = X. 4 is implied. 
From (6.le) we have 

(logx).3 = x - r 343 

=x+X,4' 

Furthermore 

(logx).3 = (logXZ).3 = (logX).3 + (log z).3 

= X. 4 + (logz).3· 

Consequently 

(logz).3 = X 

=> z.3 = xz. 

In particular this implies 

zr 343 = - ic (3) = 2zKII • 

(6.3) 

(6.4) 

Next consider Eqs. (5.11a)-(5. llc). These have the 
general solution 

F II = O!z2, (6.5) 

where O! is a complex constant. Therefore 1 F II 12 = 
(lI(Fz4. Differentiating (6.4) and using (6.lg) with 
(6. lh), one obtains 

C(3).4 - 3zC(3) = 4(l1az 5 • 

The general solution to (6. 6) is 

(6.6) 
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C(3) = (2C + 4aaz)z3, (6.7) 

where C ,1 = C ,2 = C ,4 = O. Furthermore, differen­
tiation of (6.7) yields 

C(3).3 = C,3z3 + 3Cxz 3 + 16aaxz4. 

The relation £K C (3) = 0 yields K3C (3),3 + K4C (3) ,4 = 
O. Hence C (3).3 == J<:C (3).4 = J<:z4[6C + 16aaz], Put­
ting all this together results in C ,3 = 0 since z '" O. 
Therefore C is a constant in the expression (6. n. 
The expression for the function J<: introduced in (6.2) 
is now computed. Since:Ie ,4 = r 343' Eq. (6. 4) gives 

J<:,4 = CZ2 + 2aaz 3. (6.8) 

Equation (6.8) has the general solution (since J<: ,1 = 
:Ie,2 = 0) 

(6.9) 

where J<:0,1 == J<:0,2 = J<:0.4 = O. Since :Ie ,3 = J<:J<:,4 
we get, after detailed calculation, J<:O.3 = O. Hence 
J<:o is constant. 

The last field equation (6, li) now becomes 

- r 121.2 + r 122,1 - 2r 121 r 122 = - 2J<: oz2. (6.10) 

It can be shown that J<:o in (6.9) and (6.10) is an 
essential constant and is transformed away if and 
only if r 121 = O. Now it is clear that dr 42 !\ r 42 = 0, 
so that there exist functions cp and ~ for which 

ZE1 = r 42 = eq;d~. (6.11) 

H we compute dEl = r 2abEa!\ Eb , we obtain (fi,1 = 
- r 121 and CP,2 = r 122 with cP ,4 = cP ,3 = O. Equation 
(6.10) then becomes 

rp ,21 + qi,12 + 2cp .2'P,1 = - 2J<:oz2. 

Hence, if we define Re(cp) == P and Im(cp) == q, then 

rp ,21 + (fi.12 = P .12 + P ,21 - i(q ,12 - q ,21)' 

Furthermore 

2CP.2<P.1 = 2(P,1P,2 +q,lq:2)-;2i(P.2q ,1 -P,1Q ,2)' 

Therefore (6.10) now takes the fQrm 

- 2J<:oz2 = P ,12 + P .21 + 2(p ,1P ,2 + Q ,1q ,2) 

- i(q ,12 - Q ,21 + 2p ,2Q ,1 - 2p ,1Q ,2)' (6.12) 

Commutation relations on e1 and e 2 give 

P,12 -P,21 =P,iP,1 -P.1CfJ,2 =-i(P.1Q.2 +P,2q .l)' 

q,12 -Q.21 =q,2'P,1 -q,lCfJ,2 =q.2P .1 -q,1P ,2 

- 2iq ,1q ,2' 

Together with (6.12) these give 

- J<:oZ2 = P ,12 + P ,1P ,2 + i(p ,1Q ,2)' 

At this stage it is pOSSible, by letting iB = - iQ in 
the transformation (1. 5), to transform Q to zero since 
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Q.3 = Q ,4 = O. Equation (6.12) and other calculations 
simplify, giving P ,12 = P .21 and 

(6.13) 

In addition to the Bianchi identities all being iden­
tically satisfied at this point, the following fact is 
easy to show: [K, ea ] = 0 for a = 1,2,3,4. This 
means, in particular, that the curve parameter along 
K could serve as a coordinate, if needed. We choose 
coordinates, in fact, in the following manner. Let 
r == - liz and define the real coordinate a through 
E3 =da,sincedE3 = r 4ab Ea !\ Eb = O. Thendr = 
J<:E 3 + E4 and 

E1 = z-lePd~ = -rePd~, 
E 2 = z-lePd~ = - rePd~, 

E3 = da, 

E4 = dr - J<:da; 

(6.14) 

i.e., ~ and ~ form the other two (complex) coordinates 
and P = P(~, ~). The corresponding contravariant 
basis is given by 

e1 = -r-1e-Po~, e2 = -r-1e-Po~, 
e3 = 00 - J<:0r' e4 = or' 

(6.15) 

The metric gab E a E b becomes 

(6.16) 

where J<: = - (clr) + (aalr 2 ) + :1<'0. The electro­
magnetic field bivector is 

F = F nEIl + FIlE V = 2F 34E3 !\ E4 = (4a/r 2)da !\ dr. 
(6.17) 

Note here that all the spaces in the class (6.16) have 
the same electromagnetic field no matter what the 
function e2P . 

By virtue of Eq. (6. 13) the function P = p(~,~) above 
obeys 

(6.18) 

This equation occurs frequently in studies of algebrai­
cally special cases and expresses the curvature 
(- :K o) of the two-dimensional space c!..T2 = e2Pd~d~. 
Equation (6.18) implies also that p(~, 0 satisfies 
(p,~)2 - P .~~ = G(~), where G is an analytic function; 
i.e., 

(e-P).;; = e-P(~·OG(~). (6.19) 

A second Killing vector field L = 1}0; + ijo?: satisfying 
[K, L] = 0 as well as dL !\ L = 0 is possible if the 
following coupling with P is satisfied: 

(6.20) 

where 1} is an analytic function of ~ only. The vector 
L is space like and it can be shown that neither e3 nor 
e4 is a principal null direction of the Killing bivector 
dL. Hence one can deduce that these properties to­
gether with K define an axially symmetric space. 
More detailed analysis of examples fitting into this 
class have been given at various times in the litera­
ture (see for example Witten 9 ; Robinson and Traut­
man7). 
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Form Factors for Any Spin and Charge Coupling 

D. H. Tchrakian 
School of Mathematical alld Physical Sciellces, Ullil'ersity 0/ Suss('x, Falm('Y, BriJ-;htoll, EIlJ-;/alld 

(Received 5 April 1971) 

A prescription for decomposition into form factors of the matrix elements of totally symmetric tensor currents 
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1. INTRODUCTION 

The importance of the decomposition of a three-point 
scattering function into form factors has been dis­
cussed by several authors,I-7 who give various dif­
ferent methods of effecting these decompositions for 
processes with on-mass - shell particles (i. e., parti­
cles between whose states the matrix element of the 
current is taken) of arbitrary pins, and with off­
mass-shell particles (Le., bosons which couple to 
the current) of both speciall (j = 0, 1) and general 
spins2 - 8. These different methods can be classified 
under two distinct categories, which both have their 
analogues in the decomposition of four-point function 
decompositions. One is the canonical way of decom­
posing the Lorentz-covariant spinor function 5 ,9 as­
sociated with the process into invariant functions 
which have only dynamical singularities in the in­
variants of the process. The methods given by Refs. 
(4 - 8) belong to this category. The other category, 
to which the methods of Refs. 1-3 belong, is the direct 
utilization of the physical scattering function of the 
process, in particular, the helicity amplitudes. 1 0 

From now on we shall concern ourselves with the 
first category exclusively. One advantage that this 
covariant approach has is that constraint conditions, 
such as Lorentz conditions and gauge conditions, that 
are expressed in a manifestly covariant form, can be 
incorporated into this framework directly. In fact, 
in this article, we are concerned eventually with pre­
Cisely these considerations. 

In the first category, Ref. 4 utilizes spinor functions 
that are constructed from Rarita-Schwinger spinor 
states, which possess decompositions into a number 
of form factors that is larger than the number of 
couplings obtained for the corresponding physical 
process by use of the Clebsch- Gordan coefficients 
(CGC) of the Poincare group and the Wigner-Eckart 
theorem, presented in Ref. 5. The number of these 
invariant functions can be reduced to the number of 
independent physical couplings by projection of the 
spinor states onto physical scattering states that re­
sults in" redundancy conditions," which are rather 
complicated in these cases. Moreover, when more 
than one such spinor state is involved, the use of 
other spinor identities4 is necessary. This is an in­
direct method and involves unnecessary complication. 

References 5 and 6 give the vertex functions related 
to the matrix elements of the current such that the 
on-mass-shell particles of spins sand s' are repre-

sented by spinor states transforming according to 
the irreducible representations (IR) (s,O) and (s',O), 
respectively, of the homogeneous Lorentz group 
(HLG) , and the boson of spin j that couples to the cur­
rent by the IR of HLG (j, 0). 

Reference 7 gives the vertex functions where the 
three particles are represented by spinor states 
transforming according to the IR's (AI' B,1) : 
Al ® BI ::J s, (A2,B2) :A2 ® B2 ::J S', and (A,B) : 
A ® B ::J j of HLG, respectively. The distinguishing 
feature of this method is that in this way it can be 
arranged to have vertex functions without explicit 
factors of four-momenta appearing. In Refs. 5 and 6 
four-momenta do feature explicitly. 

Reference 8 gives form factor expansions of matrix 
elements of totally symmetric tensor currents which 
transform according to the representations (~, ~ ) x 
. .. (e.g., the vector and tensor currents), taken be­
tween spinor states relating to the sequence of IR' s 
(s,O), (s -Lt)"',(t,s-t),(O,s) of HLG,where 
s is the greater of the spins of these two particles. 
These are the Fierz-Bargmann-Wigner spinor 
states. 

It is clear that for the on-mass-shell particles, by 
far the best spinor states are those belonging to the 
IR of (s, 0) of HLG, since these give rise to no re­
dundant components. For the current (off-mass-shell 
particle), however, it may be advantageous to use 
spinors of more complicated representations which 
lend themselves naturally to the constraints of some 
dynamical model for the interactions. Examples of 
this situation are the weak- interaction currents (with 
the formulation of PCAC, etc.) and the electromagne­
tic currents, which couple to the vector potentiaPI 
AJ.l (x) and which motivate the choices of construction 
made in this paper. 

We give a prescription for decomposing the matrix 
element of a current that can couple to a particle of 
spin-j, belonging to the symmetric tensor represen­
tation (t, t)l ® (t, t)2 ® .•• ® (~, t)j of HLG take,) 
between the spinor states {P(sl,O)ad and Ik(s,O)/3} 
of the on-mass-shell particles whose free-particle 
states belong to the IR's [m', s'] and [m, s] of the 
Poincare group. In this way we incorporate the sim­
pliCity of representing the on-shell particles with 
the advantage of having a tensorial current. This 
method is in fact the direct generalization of the 
method used to decompose the matrix element be-
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1. INTRODUCTION 

The importance of the decomposition of a three-point 
scattering function into form factors has been dis­
cussed by several authors,I-7 who give various dif­
ferent methods of effecting these decompositions for 
processes with on-mass - shell particles (i. e., parti­
cles between whose states the matrix element of the 
current is taken) of arbitrary pins, and with off­
mass-shell particles (Le., bosons which couple to 
the current) of both speciall (j = 0, 1) and general 
spins2 - 8. These different methods can be classified 
under two distinct categories, which both have their 
analogues in the decomposition of four-point function 
decompositions. One is the canonical way of decom­
posing the Lorentz-covariant spinor function 5 ,9 as­
sociated with the process into invariant functions 
which have only dynamical singularities in the in­
variants of the process. The methods given by Refs. 
(4 - 8) belong to this category. The other category, 
to which the methods of Refs. 1-3 belong, is the direct 
utilization of the physical scattering function of the 
process, in particular, the helicity amplitudes. 1 0 

From now on we shall concern ourselves with the 
first category exclusively. One advantage that this 
covariant approach has is that constraint conditions, 
such as Lorentz conditions and gauge conditions, that 
are expressed in a manifestly covariant form, can be 
incorporated into this framework directly. In fact, 
in this article, we are concerned eventually with pre­
Cisely these considerations. 

In the first category, Ref. 4 utilizes spinor functions 
that are constructed from Rarita-Schwinger spinor 
states, which possess decompositions into a number 
of form factors that is larger than the number of 
couplings obtained for the corresponding physical 
process by use of the Clebsch- Gordan coefficients 
(CGC) of the Poincare group and the Wigner-Eckart 
theorem, presented in Ref. 5. The number of these 
invariant functions can be reduced to the number of 
independent physical couplings by projection of the 
spinor states onto physical scattering states that re­
sults in" redundancy conditions," which are rather 
complicated in these cases. Moreover, when more 
than one such spinor state is involved, the use of 
other spinor identities4 is necessary. This is an in­
direct method and involves unnecessary complication. 

References 5 and 6 give the vertex functions related 
to the matrix elements of the current such that the 
on-mass-shell particles of spins sand s' are repre-

sented by spinor states transforming according to 
the irreducible representations (IR) (s,O) and (s',O), 
respectively, of the homogeneous Lorentz group 
(HLG) , and the boson of spin j that couples to the cur­
rent by the IR of HLG (j, 0). 

Reference 7 gives the vertex functions where the 
three particles are represented by spinor states 
transforming according to the IR's (AI' B,1) : 
Al ® BI ::J s, (A2,B2) :A2 ® B2 ::J S', and (A,B) : 
A ® B ::J j of HLG, respectively. The distinguishing 
feature of this method is that in this way it can be 
arranged to have vertex functions without explicit 
factors of four-momenta appearing. In Refs. 5 and 6 
four-momenta do feature explicitly. 

Reference 8 gives form factor expansions of matrix 
elements of totally symmetric tensor currents which 
transform according to the representations (~, ~ ) x 
. .. (e.g., the vector and tensor currents), taken be­
tween spinor states relating to the sequence of IR' s 
(s,O), (s -Lt)"',(t,s-t),(O,s) of HLG,where 
s is the greater of the spins of these two particles. 
These are the Fierz-Bargmann-Wigner spinor 
states. 

It is clear that for the on-mass-shell particles, by 
far the best spinor states are those belonging to the 
IR of (s, 0) of HLG, since these give rise to no re­
dundant components. For the current (off-mass-shell 
particle), however, it may be advantageous to use 
spinors of more complicated representations which 
lend themselves naturally to the constraints of some 
dynamical model for the interactions. Examples of 
this situation are the weak- interaction currents (with 
the formulation of PCAC, etc.) and the electromagne­
tic currents, which couple to the vector potentiaPI 
AJ.l (x) and which motivate the choices of construction 
made in this paper. 

We give a prescription for decomposing the matrix 
element of a current that can couple to a particle of 
spin-j, belonging to the symmetric tensor represen­
tation (t, t)l ® (t, t)2 ® .•• ® (~, t)j of HLG take,) 
between the spinor states {P(sl,O)ad and Ik(s,O)/3} 
of the on-mass-shell particles whose free-particle 
states belong to the IR's [m', s'] and [m, s] of the 
Poincare group. In this way we incorporate the sim­
pliCity of representing the on-shell particles with 
the advantage of having a tensorial current. This 
method is in fact the direct generalization of the 
method used to decompose the matrix element be-
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tween two spin-~ particles of the electromagnetic 
current1 2 : 

{p (~, 0)£1 I JII (~,~) I k(L O)*b} == FD (t)(Mf+)II)ab 

+ Fp (t)(N(+)I')ai" (1) 
with 

N(+)/1 = [p(al'a v - aval') + (allav - aYall)k]qv; (2) 

P=p+k, q=P--k. 

The notation 

all = (ao,a), 

and't = (ao,-a), 

where a are the Pauli spin matrices. 
. (+) (+) . 

The baSIS NJ;.;, can be related to M 1 and M 2 hnearly, 
through use of the Dirac equation, and the super­
scripts (±) signify vector and axial vector character. 
The equivalence of this two-component basis to the 
usual four- component basis given in terms of Dirac 
y matrices is given in Refs. 13 and 14. We choose to 
use the (2s + I)-component (s, 0) representations 
throughout and not the 2(2s + I)-component 
[(s,O) EB (0, s)], because the former has some tech­
nical advantages in general cases, especially when 
s ;r s'. 

This prescription is presented in Sec. 2, and some 
examples are given. In Sec. 3, the special case of the 
electromagnetic current is discussed in some detail, 
with special emphasis on the physical circumstance 
that this current actually couples to a vector poten­
tial All (x) and not the electromagnetic field.1 1 As an 
example, the matrix element of the electromagnetic 
current between two spin-l particles is decomposed 
into form factors that can accommodate the above 
physical properties of the interaction, to illustrate 
the fact that the method given in Sec. 2 is amenable 
to this kind of procedure. In fact the procedure fol­
lowed in Sec. 3 can serve as a prescription for de­
composing the matrix element of the electromagnetic 
current between the spinor states of a particle of 
arbitrary spin. 

2. FORM FACTORS FOR jtb-RANK TENSOR CUR­
RENTS 

The jth-rank tensor currents we shall consider are 
those that couple to spin-j particle fields belonging 
to the IR (~,~) of HLG which are themselves jth-rank 
symmelvic tensors, satisfying the generalized 
Lorentz conditions 

n=I,"',j, (3) 

from which it follows, that all bases in the decompo­
sition which contain ql', the four-momentum of the 
tensor particle, will not contribute to the physical 
matrix element and hence can be neglected, and that 
the current is also a symmetric tensor. 

This symmetry of the current and the Lorentz con­
dition (3) will be the only constraints we shall need in 
our construction below. 
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A. The Spin Matrices 

In this subsection we shall give the definitions, ac­
cording to Ref. 13, of the spin matrices which are the 
direct generalizations of the matrices al' used to 
construct the covariant bases in (2). Unlike aI', how­
ever, which transforms according to the IR (t, ~) ~ 
(~, 0) @ (t, 0)* of the HLG and is a 2 x 2 matrix, spin 
matrices in the general case, are not necessarily 
square, that is, they t.ransform according to the IR 
(5',5) of HLG, where s;r 5'. In the special case wherp 
s = 5', such matrices have also been defined and 
used in Ref. 14 to construct projection operators for 
propagators, i.e., covariant basis for two-point func­
tion, arising from the use of local fields with HLG 
transformation (s, 0). Since the spin matrices are 
so well discussed, we shall limit ourselves here 
simply to defining them and then exposing the sym­
metry properties of a few special cases which we 
shall need in the examples, later in this section. 

A spin matrix is called a spin-j matrix if it trans­
forms according to the IR (5',5) of HLG, where 
max(s',s) = j. Such a matrix can be constructed from 
2j spin-t matrices al' ,"', all with the aid of the 

1 2) 

CGC of SU(2). Clearly for j > 1 there are several 
modes of making the couplings, and this must be 
specified for each such matrix, since the symmetry 
properties depend on it. 

From the point of view of presentation, the clearest 
way of defining these matrices is to build the spin-l 
matrices from spin-t matrices first, and then define 
the spin-% matrices in terms of the latter, thus pre­
scribing the construction of a spin-j matrix by means 
of spin-~ and spin-(j -~) matrices, etc., always 
remembering to record the modes of coupling, except 
in cases where s' = s = j, where the latter is unique. 

Thus we write the spin-l matrices: 

Pl'1l'2(') 1'1(1 ') 1'2(' 1) [11 ,]aa,[" ]bi,' S,Sa8=P 2,2 a;,P 2,2 a';"22 5 a 2258' 
(4) 

where [HI]:" is a CGC of SU(2),pI'(t,~) = (1/.)2)all , 
and repeated indices are summed over. s' and s 
can take on the values 0 and 1. The verification that 
(3) has the transformation of an IR (5',5) of HLG is 
performed in Ref. 13 by use of the orthogonality rela­
tions of the CGC's. 

We next write the spin-% matrices by means of (3): 

pil, 1'2113 [(5', s) :(L' L) ]AB 

I' 1 ') II I' ( ) [' ]aa[, ]bB = P 1(2,2 abP 2 3 L',L a8 2L 's' A 2Ls B , (4') 

where 5' and s can take on the values ~ and i. It is 
now clear how to construct a (j' ,j) matrix for any j. 

The symmetries that these matrices may possess 
may be obtained in the general case, by using the sym­
metry properties of the constituent spin matrix, e.g., 
the symmetry of pII2113 (L', L) in (4') and by further 
using the properties of the CG and recoupling (or 
Racah) coefficients of SU(2). In the basic case of 
pl'11'2(S', s), the symmetry properties can be derived 
from the properties of the CGC's and some basic 
spinor identitie s,1 3 

Thus, from the properties of CGC's under the inter­
change of two indices, the following useful property 



                                                                                                                                    

FORM FACTORS FOR ANY SPIN 1479 

of the spin-l matrix follows: 

pIlI1l2(1,1) = pIl21l1(1, 1), (5) 

h ·l . 13 Ii 2C-1 C-1 f· d th t w 1 e usmg u ab qw,;', = aa' bi" we III a 

Another useful property of spin -1 matrices follows 
from the identity u Il a v = g IlV + hE IlVT I-. uTaI-.: 

plllli2(1,0) = hEilI1l2VIV2pVIV2(1, 0), (7) 

from which it is also apparent that pilv(l, 0) and 
pilv(O,I) are antisymmetric and traceless with re­
spect to their space-time indices 11. and IJ. 

Using (5)-(7) as well as properties of CG and re­
coupling coefficients we can find the symmetry pro­
perties of the next higher spin matrices, namely 
spin-~ matrices. In this way, for s' = s = ~ and 
V = L in (4'), we find, using the appropriate recoup­
ling coefficient, that 

(8) 

but according to (4),pil I1l 21l 3(1, 1) is symmetric in the 
interchange of 11.2 and 11.3 and therefore it is sym­
metric in all its space-time indices. It follows from 
(6) and (8) that it is also traceless with respect to 
any two of its space-time indices. In fact symmetry 
and tracelessness is a well-known14 property of all 
square spin matrices, i.e., s = s' = j, which can be 
seen by carrying out the above procedure to arbi­
trary j. 

Let us now consider the case s' = 1 s = ~ in (4). This 
can be achieved through both L' = 1, L = 0 and 
L' = 1, L = 1; and the two matrices are related as 
follows: 

~pilI1l2il3[(~,~) : (1,0)] = pli31l2ill[(t~) : (1, 1)] 

- ~pillil2il3[1,~): (1, 1)], 

~ pillil21l3[ (1, ~) : (1, 1)] = pli 31l21l la, ~) : (1, 0) 

+pilI1l2il3[(~J) :(1,0)] 

(9) 

by use of the appropriate recoupling coefficients. It 
is clear from (9) that one is free to choose between 
(V,L) = (1,0) and (1,1). As in our example,we 
shall choose to use (L',L) = (I,O);we shall not need 
(9) from now on. Finally, we give the following useful 
symmetry property of pillil21l3[(t ~) : (1, 0)], obtained 
like (8) was, but by use of (7) and its consequences: 

plllil21l3[(1,~): (1,0)] = pli2ilI1l3[(t~) : (1, 0)] 

+ piJ3iJ2ill[G,~): (1,0)], (10) 

where the notation I1.IJ serves to remind us of the 
additional property that the interchange of 11. and IJ 

is antisymmetric. It is, of course, easy to find the 
relation analogous to (10) for p[(t~) : (1, 1)]. 

B. The Form Factors 

In this subsection we present our prescription to 
decompose the matrix element of a tensor current 

of order j between (s', 0) and (s, 0)* spinor states 
corresponding to the on-mass-shell particles whose 
free-particle states are labeled according to the IR's 
[m', s']and[m, s]ofthePoincare group. The currents 
are tensors in the sense that they transform accord­
ing to 

Furthermore, these tensor currents are symmetric 
in all their space-time indices, that is, they couple 
to spin-j tensor fields of rank j. 

We adopt the following notation: 

{P(s',O)aIJil"'iJ(o)lk(s,O)~}=MiJ "'Il.(P,q)aB, (12) 
1 ] 1 J 

with the decomposition (suppressing tensor and 
spinor indices) 

n 
+ :6 F/-)(q2 )M/-)(P, q), (13) 

i~m+l 

where Ft>(q2) are the m form factors corresponding 
to the positive-parity signature couplings and Ft>(q2) 
the (n - m) form factors for the negative-parity 
signature couplings. The Mtt> (P, q) are the covariant 
bases of both parity signatures, respectively, and 
have the same transformation properties under HLG 
as M(P, q). Our object is now to construct the set of 
independent bases M1'> out of the two independent 
four-momenta P and q of the process which are 
equal in number to the number of physical couplings 
of the corresponding vertex. The only constraints to 
be used are those given by (3), in addition of course 
to those imposed by the symmetry properties of the 
spin matrices that are used in the construction. 

Before we actually carry out this construction, we 
must indicate how to proceed, such that the bases 
we obtain should be endowed with definite-parity 
signature. 

It follows from the transformation properties of the 
(s,O) spinor stateS that any basis in the decompOSi­
tion of (12) will undergo the following transformation 
under space reflection: 

M~> (P, q) as .:!4 IT (5') (p );"aM~)(p, q)aaIT (5) (k)B8' , (14) 

where II (5\k) = piJ l"'I'2S(S, s)kiJ •• • kiJ as in Ref. (14), 
1 25 

and IT (k) == II(li) , where li == (k o' - k) the space-reflec­
ted four-momentum. Thus, by replacing all four- _ 
momenta K by their space-reflected counterparts K 
in the right-hand side of (14), the parity conjugate of 
each basis can be found, and by adding (subtracting) 
it to (from) the original basis the positive (negative) 
Signature combination can be obtained. The space­
reflection character of the positive- (negative-) Sig­
nature combination is that of a j th-order tensor 
(axial tensor) characterized by the space-time in­
dices (11.) = (f.J.l· •• f.J.). 

All that need be done now is the construction of the 
bases M;Il) (P,q)aB' out of the four-momenta P,q and 
the (s', s) spin matrices, where the on-mass-shell 
particle spins s' and s (s' > s), according to the fol­
lowing prescription: 
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(a) s' > j: Contract r of the space-time indices of 
the spin matrix with all permutations of the four­
momenta P and q, giving all independent rank-(2s' -
r) tensor covariants, having taken into account the 
symmetry properties of the spin matrix. Then multi­
ply (in direct product) by 'y' factors of the four-vector 
P, where r' is such that (2s' - r) + r' = j, thus obtain­
ing all independent rank-j tensor covariants. The co­
variants arising from the multiplication in direct 
product of the four-vector q have been omitted since 
their contributions vanish under the constraint of (3). 
Repeat the process from r = 2s' - j, ... , m to r = 
25'. 

(a') s' < j: In this case the above process should be 
performed r = j - 2s', ... , 2s'. 

(b) The rank-j tensor bases obtained in (a) or (a') 
should then be symmetrized in all space-time indices 
Ill' •• Ilj' The bases can then be obtained in their final 
form accommodated by the decomposition (13) by (c). 

(c) Casting all bases M/I')(P, q) aB into parity-definite (±) 

form (combinations) with the help of (14) and the dis­
cussion following it. 

We shall now illustrate the above prescription by 
some examples, (i)-(iii), which cover all cases s' ~ j 
and s' 3 s and hopefully are also of some physical 
interest. The notation we use is the one of (1) and 
(2), in which the incoming (outgoing) on-mass-shell 
particle has mass 1Ii (m '), spin s (s') and four-momen­
tum k (p), with P =P + k and q =P - k. In addition, 
we shall in the following use the shorthand 

(15) 

where Xi is the four-momentum of one of the on-mass­
shell particles, divided by its mass. In this notation 
rr(s)(p) = (p,p,'" ,P)(s.s). 

(i) j = 1, s' = s = ~: According to (a), we can con­
struct from P and q, or more conveniently, from k 
and p and the (~, 1) spin matrices the following bases: 

(11) (i'i), (k) (i 'i>P1l , (P) (i ,~) Pil , 

and by the use of (c) we find the bases of both parity 
signatures a1f = ± 1: 

Mf)1l = (11) ± (P)(~)(k), 
M(±)1l = [(k) ± (P)]PM. 

(16) 

The an = + 1 members of (16) are in agreement with 
the same members in (2). As it happens, there are in 
fact two an = + 1 and two an = - 1 couplings for this 
vertex. 

(ii) j = 1, s' = 1, s = 0: There are two a" = - 1 and 
one a 1T = + 1 couplings for this vertex. 

According to (a) we find the following bases: 

(Ilk) (l,OJ, (IlP)(l,OJ, (kP)(1,0)p~, 

and by applying (c) we get the following an -definite 
combinations 
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M~-)Il = (IlP)(l,O>, 

Mt)1l = (kp) (l,O)pll, 

M(+) Ii = (Ilk) (1 ,0) + !~, (IlP) (1,0) + ~~ (kp) (1,0) 

= (Ilk) (1,0) + k· P M(-)Il + _l_M (-)1l (17) 
mm' 12m' 2 , 

where it is clear that we have had to use the condi­
tion (3) once more on the third member (a1f = + 1). 
The contractions implied in (14) have been carried 
through by use of the orthogonality conditions on 
the CGC. 

(iii) j == 1, s' = s = 1: There are four an = + 1 and 
three an = - 1 couplings for this vertex: 

(a) (Ilk) (1,1), (IlP) (1,1), (kk) (l,l)pll, 

(c) At this stage, we have used the following useful 
identity: 

(Pp) (1,1) (;:Lv) (1,1) (kk) (1,1) = (pjik,piik) (1,1), (18) 

where (;:L;"II) is just the spin matrix constructed from 
the spin matrices all and a~, and the right-hand side 
of (18) means 

(p -k p-k) . - (p-lik) '(p-vk) . [!"!'l]aa, [!"!'l]bb' 11 , II ai3 - (J ab (J a , b I 2 2 a 22 B' 

In fact (18) is the special case (s = 1) of the more 
general identity 

~ 
(Pp· •. p) (s. s)(1l11l2' •• 112 s) (s, s) (kk' •• k) (s. s) 

(19) 

= (pjj.lk,PM2k,···,PM2sk)(s.s), (20) 

with a similar notation for the right-hand Side of (20) 
as that of (18) [cf. (19)J. 

Using (14) and (18), we obtain the following (J1f -

definite combinations 

M
1
(±)}l = (Ilk) (1,1) ± (pjIk,p) (1,1), 

M~±)1i = (IlP) (1,l) ± (pjik,k) (1,1\ 

M~)1l = [(kk) (1,1) ± (pp) (l,l)Jpll , 

M~±)M = (kP)(l,l) pil . 

(21) 

(iv) j = 1, s' = t s = ~: There are three an = + 1 
and three a" = -- 1 couplings for this vertex: 

_ (3 ') - (3 ') _ (3 1) " 
(a) (kllk) "2'2 , (klJP) "2'"2, (pkp) "2'"2 P", 

_(31) (31) -(31) 
(Pl-lk) 2'2 , (pTifi) 2'2 , (kkp) 2'2 pll, 

whel'e the deSignation of the ~ntisymmetry used in 
(10) is used here. In fact the above bases have been 
constructed subject to the restriction of this anti­
symmetry, as well as of (10), which eliminates the 
basis (llkP). 

(c) The operation of (14) is carried out by using the 
orthogonality conditions of the CGC in a very simi­
lar manner as in (ii) yielding the following definite 
(J n contributions: 

Mi±)1l = [(kJ.ljJ)(M) '" (piJP) (%,~)], 
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M~±)11 = [(kkp) (i,i) 'f (PkP)d,h]pll , 

lvlf)1l = [(kflk)(i,i) + (P/.Lk) q,t)] 
+_k' P lvltF)1l + _1_ M ('f)1l 

mm' 12m' 2 • 

(22) 

(v) j = 1, s' = s = %: There are five arr = + 1 and 
five orr = - 1 couplings for this vertex: 

(a) 
(1. 1.) 

(/.Lkk) 2' 2 , 

(/.LPp) (%'%) , 

(3 3) (3 3) 
(/.Lkp) 2'2, (kkk) 2'2 PIl, 

(ppp) (%'%)PIl, 

(kpp) (i,%) pll, 

(pkk) (%,%)PIl, 

which are all the independent bases, satisfying (3), 
and the conditions coming from the symmetry of 
square spin matrices in all their space-time indices. 

(c) Using (20) for s = % in the application of (14), we 
get the following definite a rr bases: 

M~)11 = (/.Lkk) (%'%) ± (PiIk,p,p) (%,i) , 

M:) I' = (flPP) (%'%) ± (P{lk, k, k) q,%), 

M(±)11 
3 

,,' (±) I' 
di 4 

= (flkp) (%'%) ± (pflk,p,k) (%,i), 

= [(kkk) (%'%) ± (ppp) (%'%)]pll , 

M;±)11 = [(kpp) (%'%) ± (pkk) (%'%)]p ll . 

(23) 

(vi) j = 2, s' = s = t (j> 2s): There are two orr = 
+ 1 and two orr = - 1 couplings for this vertex. 

(a) 

(fl) q,i)p v, (v) q,i) P J1, (k) q,i) pI' P u, (P) q,!) pI' p u, 

which all satisfy (3). We next apply symmetrization 
in the indices flv as this current must couple to a 
spin-2 particle for which there is a second-rank 
symmetric tensor field. 

and (c) finally we obtain the orr -definite bases: 

M~)11 = [(/.L) ± (p)(j:i)(k)]pu + [(v) ± (p)(j))(k)]PIl, 

M:)11 = [(k) ± (p)]Pl'pv. (24) 

(vii) j = 2, s = s = 1: There are five orr = + 1 and 
four orr = - 1 couplings for this vertex. 

(a) - (b) 

(/.Lv) (1,l), (/.Lk) (l,l)pv + (vk)(1,l)PIl,(kk)PIlPu,(kP)PIlPu, 

(flP )(1,1) pu + (vp) (1,1) PIl, (pp)PIl pu, 

(c) with the orr -definite bases 

M~±) = (/.Lv) (1,1) ± (pilk,pvk) (1,1), 

M(±) 
2 

= [(/.Lk) (1,1) ± (P,rk,P) (l,l)]pu 

+ [(vk) (1,1) ± (pvk,p) (1,1)]p1l, 

M(;I.:) 
3 

= [(IJP) (1,1) ± (pflk,k) (1,1)]p" (25) 

+ [(vp) (1,1) ± (piik, k) (1,1)]p1l, 

M(+) 
4 = [(kk) ± (PP)]PI' pU, 

(+) 
M5 = (kp)pllpv. 

It should be mentioned that the form factors occur­
ring in the decompositions of (i) - (vii) are not the 
couplings occurring in the Clebsch-Gordan decompo­
sition of the Poincare group for the respective pro­
cesses, although they are equal in number to these. 
A particular case for the comparison of such coup­
ling functions (of q2) labeled by s 0 s' and the orbi­
tal angular momentum l, with the form factors given 
by the method of the present article, for the same 
process (j = 1, s = s' = i), is to be found in Ref. 15. 

3. ELECTROMAGNETIC INTERACTION 

This is the special case of j = 1. The method of de­
composition described in Sec. 2 does not use any­
thing but the covariance property (under HLG) of the 
spinor matrix element, and the assumptions that it is 
analytic in the components of the four-momenta and 
possesses a decomposition into invariant functions 
(form factors) that are holomorphic in the scalar 
variable of the process. These assumptions are 
expected to accommodate all types of interactions, 
but that does not mean that the ensuing decomposi­
tions would be suitable for describing any interaction, 
for it may be the case that some interaction satisfies 
the above assumptions only under certain conditions 
governed by certain constraints. A case in point is 
the electromagnetic interaction, where the mediating 
quantum is not the photon field Fllv(x) but the vector 
potential All (x), which unlike the field, does not trans­
form according to any m of HLG. However, its use, 
or in other words the use of the electromagnetic 
current coupling to it, does not violate the assump­
tion of covariance made in Sec. 2, provided the cur­
rent satisfies the following constraint derived in 
Ref. 11; 

(26) 

in which case the coupling Jil (x)A[I(X) is guaranteed 
to be a Lorentz scalar. In a purely S-matrix theo­
retic framework, the condition (26) is replaced by 

(27) 

The derivation of (27) is given in Ref. 16, and its main 
ingredients (as in the derivation of the noncovariance 
ofA/J(x) and hence (26» are the properties of the re­
presentation function of the little group of the Poin­
care group for massless particles. Equations (26) and 
(27) comprise the massless particle gauge conditions. 

In order to be able to enforce (27) in a convenient 
framework, we have chosen to write the matrix ele­
ments of currents of Sec. 2 in tensorial form. We 
have, in particular, avoided currents with (j, 0) HLG 
transformation properties because these can couple 
only to (j, 0) photon fields (related to FIlJ and not to 
the vector potential A/J • 

The reason that we must insist on the coupling to 
the vector potential is that such an interaction, as 
opposed to one mediated by a (1, 0) photon field, does 
not vanish in the limit of the four-momentum of the 
phonon, qll' vanishing. This property is desirable be­
cause it accommodates the Coulomb interaction. It 
follows from this argument that our approach in Sec. 
2 of using tensorial rather than (j, 0) currents is 
compulsory only if the particle it couples to is mass-
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less and mediates an interaction which has a long­
range effect in the limit q" -) O,and not if it is a free 
particle, massless or massive, in which case, cur­
rents transforming according to any IR (A, B) of 
HLG can be used, subject in the massless case to the 
condition (3. 8) of Ref. 17. It also follows that our 
approach is specially useful only for j = 1 and 2 (pho­
tons and gravitons). 

We now proceed to give a prescription for j = 1, 
which, although consistent with that given in Sec. 2, 
modifies the decomposition of the current to satisfy 
the additional features of photonic interactions de­
scribed above. 

Needless to say, the masses of the on-shell particles 
will be taken to be equal, m = m', in the following, 
since otherwise we would be excluding the crucially 
important possibility of q" -) O. 

Our prescription is a very simple one. In Sec. 2 we 
obtained decompositions with respect to bases which 
can be divided into two distinct classes: those with 
the space-time index carrying the vector character 
belonging to the spin matrix and those with the vector 
index appearing on P". Both of these are capable of 
contracting with a vector field to give an invariant 
vertex function. In the event, however, of the current 
coupling to a vector potential A" (x) related to the 
photon field F"v (x) through 

(28) 

we must satisfy the requirements discussed above, 
that is, current conservation and the appearance of 
a Coulomb term at q", -) O. In quantum electrodyna­
mics (j = 1, s' = s = t), which will be our guideline, 
this is assured by using the principle of minimal 
coupling, whence it follows that the charge coupling is 
associated with the Dirac form factor. The Pauli 
form factor, on the other hand, does not contribute 
in this limit because its basis involves a factor of 
the photon four-momentum q v contracted with an 
antisymmetric spin matrix a"v, which in other words 
means that the current in this case is really coupled 
to F"v(x) , the photon field (28). 

The central objective of our prescription will then be 
the division of the bases into two classes, which give 
rise to Dirac- and Pauli -type form factors, respec­
tively, as distinct from the two classes of bases men­
tioned above. This can be done essentially by con­
structing generalized spin matrices ~ "V that are 
antisymmetric in the indices i.I and II, but before doing 
that, we shall review the electron-photon situation, 
which will serve as a guideline. 

The bases of expansion in this case are given by the 
a" = + 1 members of (16). It can be checked, remem­
bering q' P = 0 for m' = m, that the constraint (27) 
is satisfied in this case. It is quite clear, however, 
that this situation is not accommodated by the prin­
ciple of minimal coupling, because in the limit q" -) 0, 
both F1(+) and F2(+) contribute, while only the Dirac 
form factor Fn(t) , which is the coefficient of Mf+), 
should contribute. This situation can be rectified by 
the well-known artifice of defining a new basis, which 
includes a factor of q v' contracted to the spin matrix" 
such that in this limit it does not contribute, and such 
that the spin matrix ~"v(t, t) is antisymmetric in i.I 
and II, so that when contracted with A(x) it gives rise 
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to a coupling with the photon field F"v (x). In other 
words, we obtain the Pauli form factor Fp. Now this 
basis is related to Mf+) and ~(+) by 

N(+) = [(p)i;"v + ~"V(k)]qh =- 4mMt) + 2~(+), 
(29) 

which permits us to write ~(+) in terms of N(+) and 
Mr), thus redefining the form factors, namely obtain­
ing Fn (t) and F pet) [cf. Eq. (2)]. We must note that 
(29) has the particularly convenient feature that ~(+), 
the basis we desire to replace, does not have a kine­
matic coefficient, which would have imposed a kine­
matic constraint (in particular, a zero) on the rede­
fined form factors. This is an important point to 
keep in mind when extending this procedure to higher 
spins. 

The new decomposition with respect to Mt) and 
N (+) also satisfies the condition (27); what is more, 
in the q" -) 0 limit, N(+) vanishes and so only Fn(t) 
contributes, as required. [Considering the a" = - 1 
(axial vector) members of (16), and then proceeding 
as _above 2:0 replace ~(-) in terms of NH = 
(p~"v - ~IWk)qv' we would find that condition (27) 
would force the coefficient of M}-) to vanish, so that 
in the limit I q I -) 0 there would be no long-range 
interaction for the axial vector current.1 6 ] 

We now proceed to give the spin matrices 6~~) for 
the arbitrary s case (s' = s). 6~~)~ is obtained from 
the following matrix: 

P""2"'''25(S, S)cqPVV 2'" V25 (S, s)~B - pV"2"'''2S(S, s)a} 

x p"V2'" V2S(S, s)YB (30) 

by contracting (for s > t, 6 (~ is not a number matrix, 
but is momentum dependent), all the indices i.l2· •• i.l25 
and 1125 , with any combination of the four -momenta 
P and q or more conveniently, with k and p. The 
a" = + 1 bases then are given [cf. (14)] 

(31) 

which satisfies all the requirements of a basis for a 
Pauli form factor. The label i in (31) denotes the 
particular combination of k's and P' s contracting the 
matrices (30). 

It is straightforward but tedious in general to express 
the 1\{(+) in terms of the Mr) by using the orthogona­
lity relations of the CGC's when, for example, con­
tracting the indices y in (30). Once the N; are ex­
pressed in terms of M;, we are in a position to carry 
out our prescription to its conclusion by replacing all 
those Mi which would give neither Dirac-type nor 
Pauli -type form factors by those Mi which give Dirac­
type form factors and Ni which give Pauli-type form 
factors. In general, the number of Ni arising from 
(30) and (31) is greater than the number of Mi that 
have to be replaced. 

So far we have given our prescription only for s' = s, 
which is in fact a necessary condition if we are to 
expect interactions (Coulomb) in the q" -) 0 limit. In 
the above procedure, (30) is without content for s' ,c 

s. However, this does not mean that it is not possible 
in this case to construct vector bases N~ which con­
tain a contacted factor of q v and are antisymmetric 
in IJ. and v. Rather, such bases are easier to construct 
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for s' '" s because one can always find at least two 
space-time indices in whose interchange the spin 
matrix pl'l'''1'2S'(S', s) is antisymmetric, thus by­
passing (30). It follows that we would then have 
three types of bases: (a) The two antisymmetric in­
dices of the spin matrix contracted with P and q, the 
vector character being carried by PI' ; this basis does 
not contribute at ql' --7 O. (b) One of the antisymme­
tric indices contracted with qu; this basis also vani­
shes as ql' --7 O. (c) One of the anti symmetric indices 
contracted to Pu; this basis could contribute at ql' --70, 
but the enforcement of condition (27) eliminates the 
form factors associated with this type of basis. 
Therefore, for s' '" s there is no Coulomb interaction 
in the ql' --7 0 limit, and thus we restrict our attention 
only to s' = s. 

We shall now illustrate our prescription with an 
example, where j = 1 s' = s = 1, which is the sim­
plest case after s' = s = 1. The bases for this 
matrix element are given by the uTI =- + 1 members 
of (21). As discussed above, in a minimal-type coup­
ling framework the bases Mr) and lvL;.(+) could give 
rise to Dirac-type form factors, whereas Mi+) and 
Mi+) would give rise to neither Dirac- nor Pauli-type 
form factors. It is the latter two, therefore, that have 
to be replaced by Nl+) and M£;~. The following are 
the Nr) I' that we can construct for s = 1, where all 
(1,1) covariants (xy) (1,1) are implicitly denoted as 
(xy): 

N1(+)/l = {(Pp)[(~)(lJk) - (Vk)(~k)] + [(~)(l7k) 

- (lJk)(~)](kk)}qu' 
~(+)/l = {(PP)(PP)(IP) - (;;P)(IJP)] + (IJP)(vp) 

- (1P)(~)](kk)}q", (32) 

N3(+)/l = {(pp)[(il)(lP) - (Vk)(IJP)] + «llk)(VP) 

- (lJk)(PP)](kk)}qu' 

Ni+)/l = {(pP)[(Wi)(lJk) - (ZP)(llk)] + (IJP)(~) 

- (lP)(il)](kk)}qu' 

Clearly not all these bases are needed just to replace 
Mr)/l and Mr)l', but we have listed all that follows 
from (30) and (31). 

Carrying out the contractions in the matrix multi­
plication of spin-l matrices, for example, over y in 
(30), by use of the orthogonality relations of the GCG's 
we obtain the following: 

) (1,1)(----- &'13' ( )(1,1) (_ - )(1,1) 
(1l11l2 aa' lJllJ2)(1,1) A1A2 13'~ = 1l1 lJ1 A1,1l2 lJ2Y 2 aB 

+ .! U1 "2 ( ) (1,0)(, , )!1 ,0)* _ .![.!.!1 ]aa'['!'!l] bb' 
2g 1l11l2 a "1 "2 13 2 22 '" 2 2 B 

X [(p/l2 P u2 P u 1 J/ 1 C-1) aa,(C-1pA2 p Al)i,i/ 

(33) 

where we have used the notations of (15) and (20). 
Since there are only two independent momenta in the 
problem, in every case the last two terms of (33) 
turn out to be products of p(l, 0) '" and p(l, 0) ~ co­
variants. 

USing (33) in each member of (32), and then using 
the identity 

pI'T(1, O)aPuA(l, O)b + pUA(1, 0)",p/lT(1, O)A 

= - 2(g/lUpTA(1, 1)"'B - g/lApur(1, 1)"'B 

- gUTp/lA(l, 1)"'B + gTAp/lu(l, 1)",B) (34) 

and its conjugate given by the transformation (14), we 
get 

Nt) = m(T - 2)Mt) - mMt) + iM~+) - Mt) 

- .!M(+) + M(+) 
2 3 4' 

N(+) - - mM(+) + m(T - 2)M(+) + ~M(+) - M(+) 
2- 1 2234 

+ .!M(+) - M(+) 
2 3 4 , (35) 

N (+) - m(2 - 3T)M(+) + mM (+)+ (4T - 1)M(+) - 4M(+) 
3 - 1 2 3 4' 

Nt) = - m(Mt) + M;+» + 2 Mt), 

where T = k ·p/m2 and Mj+)/l and Mt)/l are the coun­

terparts of Mt)1' and Mt)/l, with p/l replaced by q/l in 
both, and are in fact those bases that were excluded 
in our construction in Sec. 2, under the constraint of 
(3). Here also, they may be excluded by invoking (3). 

We are then, it seems, in a pOSition to replace Mt)1' 
(+) /l . (+) I' (+) I' (+) I' 

and M4 In terms of N1 •• , N4 and M1 and 

M~+)I' by use of the relations (35), being careful in 
the process not to introduce a kinematic constraint 
onto the newly defined form factors. For example, 

(+) (+) . 
replaCing M3 in terms of N3 would result m a 
kinematic zero in the coefficients of Mt), M~+), and 
M t) at 4k'p = m 2• Even under this restriction, how­
ever, this procedure does not seem to be unique, 
since we do not need all members of (35) to carry it 
out. Moreover, what appears to be more dangerous 
is that one could also find a way of replacing Mt) 
and Mt) in terms of Nf+). This clearly is impOSSible, 
since there are two relations between, namely, tt) 
(Nt) + Nt~, N 3' and N 4' not involving M}+) and M 2 • 

Here we enforce the condition (27) onto the matrix 
element,lS resulting in the constraint 

(36) 

Calling both form factors in (36) Fn (q2), and hence 
obtaining the basis (Mt) + M~+»I' = M~, we can re­
write relations (35): 

N(+) + N(+) - m(T - 3)M + 3M(+) - 2M(+) 
12- n 3 4' 

N~+) = - m(3T - 2)Mn + (47 - 1)M~+) - 4Mt) , (37) 

Nt) = - mMn + 2M!+) 

It is then obvious that however we use Eq. (37) to sub­
stitute for M 3(+) and Mt), it is subsequently impossible 
to make a substitution for Mn without bringing back 
M~+) and M!+) into the expansion of the matrix ele­
ment. The subscript D on the form factor Signifies 
that it is a Dirac-type form factor, that is, it con­
tributes to the Coulomb interaction in the limit 
1 q 1--7 O. The two other form factors in this case will 
be, of course, Pauli -type. 

Finally we should remark that our prescription in 
Sec.2 is concerned with a rank-j tensor current that 
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couples to a spin-j particle, which means that this 
particle is not really off its mass shell at all since 
it has definite spin. The reason for this was our 
desire to obtain couplings for a vertex function that 
are equal in number to the couplings obtained direc­
tly by the use of the CGC's of the Poincare group 
and the Wigner-Eckert theorem as in Ref. 5. The on­
mass-shell property can be reversed, however, by not 
giving the tensor current a definite spin, which can be 
done simply by relaxing the condition (3) which was 
included in our prescription. The result will be to 
have a greater number of bases. The additional bases 
will be those with HLG transformation character 

(s',s) ® llqIl2 ••• qll np lln+1 ••• pIl2i, (38) 

where n ranges from 1 to 2j. Thus for example, for 
j = 1, qll will carry the tensor character of a basis 
corresponding to a spin-O particle, the so-called 
scalar photon. 

We shall now demonstrate, in the special case of the 
electromagnetic current, the connection between the 
above approach and our prescription. In this case, 
the constraint to be satisfied in both approaches is 
(27). It is precisely this condition that leads to the 
two approaches giving the same result, through 
forcing the form factors associated with all bases of 
the form (38) to vanish, provided that the constraints 
ariSing from time-reversal invariance are already 
satisfied. These constraints will be nontrivial since 
the on-mass-shell particles (incoming/outgoing) 
are identical in the case under consideration. This 
symmetry can easily be found by the interchange 
k ~ P in the bases of decomposition in Sec. 2B. Thus, 
for example, if m' = m, then Fl±) = Fl±) in (21) and 
F

1
(±) = F

2
(±) in (23) and F2¢t:.) = F3¢t:.) in (25) etc. Now 

applying (27), results, for all s, into a constraint on 
the matrix element involving as many (s, s)-covar­
iant (J1r -definite bases as there are bases whose vec-
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tor character can be carried by P 11. There are, 
therefore, just as many constraints on form factors 
as there are form factors with bases (s, s) ® qll. In 
the event of time-reversal constraints being imple­
mented, the latter form factors vanish, giving the 
same result as that obtained by our prescription. 
We illustrate the above by examples (iii) and (v) of 
Sec.2B. We proceed by supposing that in both cases 
the separation of the form factors into Pauli and 
Dirac types has been carried out. 

(iii) Under the time-reversal constraint, the new 
bases are (Mr) + ~(+»Il, ~(+)Il, ~}+)Il the Pauli­
type bases, and the two additional bases: 

Mr)ll= [(kk) (1,1) + (pp) (l,l)]qll, 

Mt)1l = (kp) (1,1) qll. (39) 

Applying (27) with q2 ¢ 0, we end up with the con­
straint equation 
q2F3(q2)[(kk) (1,1) + (pp)(l,l)] + q2F

4
(q2)(kP) (1,1) = 0, 

whence it follows that F 3(q2) = F 4 (q2) = O. 
(40) 

(v) Under the time-reversal constraint. the new 
bases are (M(+) + M(+»fl M(+)fl N (+)" N,(+)" and the 

1 2 '3'1 'II' 
two additional bases are 

~ (3 3) (3 3) 
Mr)f.I= [(kkk) 2"'2" + (ppp) 2"'2" ]qll, 

M
5
{+}I1= [(kPP){~'~) + (Pkk)(i'~)]qll. 

Applying (27) with q2 ¢ 0 we end up with F 4 (q2) = 
P S(q2) = O. 
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The solutions of the coupled differential equations arising in the quantum mechanical discussion of the colli­
sion of an atom with a rigid, rotating diatom are written as Neumann series, i.e., expanded in terms of spheri­
cal Bessel functions. The coefficients of these series are generated by a set of coupled recursion relations. 
The formalism is limited to potentials less singular than r- 2 at the origin. 

1. INTRODUCTION 

The exact quantum mechanical description of the col­
lision of a structureless particle with a rigid rotor 
has been reduced to solving an infinite set of coupled 
equations. 1 In the close-coupling approximation, this 
infinite system of equations is truncated to a finite 
set which is then solved numerically.2 As the size of 
the truncated set is increased, the exact solution is 
approached, but the computational effort becomes 
enormous. 

Recently Gersten3 presented an analytic method for 
representing, as an expansion in spherical Bessel 
functions, the solution of the radial Schrodinger equa­
tion describing a particle scattered by a spherically 
symmetric potential. The coefficients in this expan­
sion are generated by a recursion formula. Thus, in 
the region in which the series converges, the solu­
tion can be generated very rapidly in a convenient 
analytic form. 

In this paper we generalize Gersten's method to 
obtain a solution of the close-coupled equations of 
rotational excitation. Again the solutions are re­
presented as series of spherical Bessel functions 
and the coefficients are generated by a set of coupled 
recursion formulas. In Sec. 2 this more general 
approach is applied, in detail, to the simple case of 
spherically symmetric scattering. Without explicit 
use of a second expansion procedure, we obtain a 
result entirely equivalent to Gersten's but of a differ­
ent form. The method is applied to the coupled equa­
tions in Sec. 3. Section 4 contains the algorithm for 
the determination of the phase shift, and Sec. 5 con­
tains a discussion of the significance and usefulness 
of the method. 

2. THE RADIAL EQUATION FOR SPHEmCALLY 
SYMMETmC SCATTERING 

The basic formulas used in this derivation are slight 
modifications of those discussed by Watson4 : Iff(z) 
is analytic inside and on the circle I z I = R, and if 
C denotes the contour formed by this circle, thenf (z) 
has the representation 

( )
1/2 00 

; z If(z) = nL;;o anjl+n (z), (2.1) 

where 

an = (27Ti)-1 §c f(z)An.1+1/ 2 (Z)dz (2.2) 

and Z is an arbitrary, nonnegative integer. Here 
h(z) is the regular spherical Bessel function,5 and 

[nI2] ) 
A (z) = 2n+m(n + rn) :6 r(n + rn - v Z2v (2.3) 

n,m zn+1 v=O 22vv! 

is a Gegenbauer polynomial. 6 

The radial Schrodinger equation for the spherically 
symmetric case is 
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subject to the boundary conditions tP1(0) = 0 and 

tPk) r::;'oo A[sin(kr - iZ7T) + tan1Jlcos(kr - il7T)]. 
(2.5) 

For potentials less singular than r- 2, the origin is a 
regular singular point and tPl (r) = O(rl+1). The re­
presentation 

0() 

tPk) = kr :6 f/; jl+n(kr) (2.6) 
n=O 

satisfies this condition and hence the boundary con­
dition at the origin. 

Because krj l+n (kr) is a solution of the homogeneous 
(U= 0) form of Eq. (2. 4), with l replaced by l + n, 
inserting the expansion (2.6) into Eq. (2.4) yields the 
expression 

0() 

:6 [(l + n)(l + n + 1) - l(l + 1)]f/; jl+n(kr) 
n=O 

0() 

= :6 f;'r 2U(r)jl+m(kr). (2.7) 
m=O 

Up to this point the derivation is identical to that 
presented by Gersten. However, his method of obtain­
ing a recursion relation for thef/; is not applicable 
to the more general case of coupled equations. We 
will rederive what is essentially the same result but 
using a method which can also be used in Sec. 3 of 
this paper. 

We note that, by setting kr = z, Eq. (2. 7) is of the 
form of Eq. (2. 1) with 

an = [(l + n)(l + n + 1) - l(l + 1)]f; (2.8) 
and 

f(z) = (:Y/2 k- 2 E
o

f;"Z2-1 U~) h+m(z). (2.9) 

But combining Eqs. (2. 2) and (2.9) gives an alterna­
tive expression for an: 

For potentials which can be expanded as 
0() 

U(r) = :6 ullrll , 
11=-1 

(2.11) 

the integral in brackets in Eq. (2.10) can be evaluated 
by the residue theorem (see Appendix). The signifi­
cant result is that the integral vanishes for rn> n - 1. 
Thus the rhs of Eq. (2. 10) is a finite sum. Using the 
explicit result for the integral when rn~ n - 1, Eq. 
(A3), and equating Eqs. (2.8) and (2.10) yields the pre­
viously derived3 recursion relation for thef/;: 
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[(1 +n)(l +n + 1)-1(1 + l)]f'[ 
n-l 

= (n + 1 + 1.) '\' II C I 2 L.J m mn' 
m=O 

(2.12) 

where 

I< 

X~ 
u=O v! (K - V)! r(m + 1 + K + ~ - v) 

(2.13) 

and N = [(n - m - 1)/2], the largest integer contained 
in (n - m - 1)/2. For an arbitrary choice offd, 
which corresponds to a normalization constant, these 
equations can be used to generate, recursively, the 
set of coefficientsf,!. 

3. THE COUPLED RADIAL EQUATIONS FOR 
ASYMMETmC SCATTERING 

The generalized method of the preceeding section, 
which we used to obtain a known result although in 
a somewhat different form, will be used here to re­
duce the set of coupled differential equations occur­
ring in the theory of rotational excitation to a sys­
tem of coupled recursion relations. These equa­
tions 1 we write in the form 

(~ + k2 _ 1(1 + 1)) lJI. (r) 
dr2 } r 2 } I 

= ~ (jl;Jj U(r) Jj'l';J)lJIj'I,(r), (3.1) 
j' /I 

where 

kl = 2J.!n-2 E - J.!j(j + 1)// (3.2) 

j,l and J are the quantum numbers specifying, res­
pectively, the angular momentum of the rigid rotor, 
the orbital angular momentum of the atom and the 
total angular momentum of the system, J.! is the re­
duced mass of the atom-diatomic system,1 is the 
moment of inertia of the rigid rotor, and E is the 
total center-of-mass energy. The boundary condi­
tions are 

lJIj1(0) = 0 (3.3) 
and 

lJIjl(r) r:'oo Ojjo 0110 exp[- i(kjr - ~l1T)] 

- (kj/kj )l/2 SJ(jl,jolo) exp[i(kjr - ~11T)]. (3.4) 

Because of Eq. (3. 4), lJIj I should also be labeled by 
J,jo, and 10 , To reduce clutter, however, this extra 
notation has been suppressed. 

The 1/I's can be represented as 
00 

1/Ijl(r) = kjr ~ fjl iz+n(kjr). 
n=O 

(3.5) 

This is a valid representation for the regular solu­
tion [Eq. (3. 3)] in some region about the origin, pro­
vided the potential matrix elements are less singular 
than r- 2 • Inserting Eq. (3. 5) into Eq. (3. 1) yields 

~ (1 + n)(l + n + 1) -l(l + l)]f~liz+n(kjr) 
n=O 
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By setting !?jr = z, this equation is of the form of 
Eq. (2.1) with 

an = [(1 +n)(l +n + l)-l(l + 1)lt!1 (3.7) 
and 

f(z) = (2/1T)1/ 2z- 1 ~ ~ k, k.-3f~'I' 
j'I'm=O J J 

xz2(jl;Jj U(z/kj)jj'l';J)jl'+m(kj,z/kj ). (3.8) 

Inserting Eq. (3. 8) into the integral expreSSion for 
an' Eq. (2. 2), gives 

00 

an = (2/1T)1/2 'B ~ k.,k-. 3f!'I' 
j'l' m={) J } m 

X ~21Ti)-1 § C z2-~(il;JI U(~) Ij'l';J) 

( k.,Z) J 
X jl'+m ~j An,I+1/2(z)dz. (3.9) 

As before, using the expansion 
00 

(jl;Jj U(r)jj'l';J) = ~ u
l1 

(jl,j'l';J)rI1, 
11=-1 

(3. 10) 

the contour integral in Eq. (3.9) can be evaluated 
(see Appendix). In this case the integral vanishes 
for m> 1 - l' + n - 1. For m -s, 1 -1' + n - 1, an 
explicit result can be obtained, Eq. (A 7). Thus the 
sum over m in Eq. (3.9) is finite and can be readily 
evaluated. Equating this expression for an to Eq. 
(3.7) yields the set of coupled recursion relations 
for thefj/: 

[(1 + n)(l + n + 1) - 1 (1 + 1) ]J~I 
l-I'+n-l 

= (n + l + ~ )k~n-I-1 ~ L; ft l' Cmn(jl,j'l';J), 
J j'l' m=O 

where 

C (jl j'l"J) = 2/- I'+n- mkl'+m+1 mn , , j' 

X l~o (k~') 21< U l-I'+n-m-21<-2 (jl,j '1'; J) 

X t (-1)K-U(k/~,)2ur(n +1 +}- v) 

u=0 v! (K - v)! r(m + l' + K + 1 - v) • 

Here K = [(1 - l' + n - m - 1)/2] and M = 
min{K, [n/2]). 

(3.11) 

(3. 12) 

At first sight Eq. (3.11) does not appear to be a truly 
recursive relation for thefjl of channel (ji). The 
maximum value of m attained on the rhs is 1 - l' + 
n - 1, so that, for 1 > 1', the values of rn can become 
greater than n, the index of the lhs of Eq. (3.11). 
Thus, for 1 > 1', f/,;l' is required for m > n in order 
to calculate f~l. However ft,;l' is a coefficient of the 
wave function of a different channel (1' '" l). The coef­
ficients in this (j'l') channel are also generated by 
a recursion relationship obtainable from Eq. (3.11) 
by interchanging (jl) with (j'l'). In order to obtain 
ftl ', fl/:. is needed only up to m = l' -l + n - 1, which 
is less than n since 1 > 1'. Thus the series for the 
f~ 'I' can be "run ahead" to larger values of n. On 
each recursion of the system, by always using Eq. 
(3.11) for the smallest value of 1 first, f/:. 1' will be 
available when needed. 
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It should also be noted that closed channels (kj imag­
inary) present no formal difficulty aside from 
the requirement of complex arithmetic. Since the 
analysis was performed in the complex plane there 
is no requirement that kj be real. In particular, the 
series expansion for jz(kjr), which was used in the 
Appendix, is valid for complex values of the argu­
ment. 

4. EVALUATION OF THE PHASE SHIFTS 

From the representation (2.6) and the boundary con­
dition (2.5), since jl+n (kr) ~ sin(kr - ~l1T - ~n1T)/(kr), 

tan1]z =-(Eo (-I)ni~n+l)·C~ (- l)ni~n)-1. (4.1) 

As it must be, this result is independent of the choice 
ofid. However, Eq. (4.1) is only formal. In fact (see 
Sec. 5), the radius of convergence of Eq. (2. 6) may 
be smaller than the range of the potential, in which 
case the method of this paper could not be used to 
determine the phase shift at all. However, even if 
the radius of convergence is large enough so that the 
wavefunction has assumed its asymptotic form [Eq. 
(2.5)] before the series diverges, Eq. (4. 1) makes the 
further assumption that jl+n (kr) has assumed it 
asymptotic form for all values of n which contribute. 

Writing Eq. (2. 5) more precisely as 

(4.2) 

where a is the range of the potential and Yz is the 
spherical Bessel function of the second kind,5 the 
phase shift is given by the more complicated ex­
pression 

kRj/kR) - D(d/dr)[krit(kr)] Ir =R 

tan1]z = kRyz (kR) - D(d/dr)[krYz(kr)]l r =/ 

where 

(4.3) 

00 (00 d I )-1 
D = kR P/~jz+n(kR). Eoi~ dr [krjz+n(kr)] FR ' 

(4.4) 

and R is some value of r outside the range of the po­
tential but inside the radius of convergence of the 
series (2.6). 

This same conSideration applies to the coupled equa­
tions. As in any close-coupled calculation,7 N linear­
ly independent sets of solutions to the N equations 
must be combined to satisfy the boundary condition 
(3.4). These sets of solutions tJ;/j' i = 1, ... ,N, are 
obtained by choosing N linearly independent sets of 
values for the ig. For large r, each function of these 
N sets has a form similar to Eq. (4. 2) or (2.5): 

tJ;h(r) rC::oo AL [sin(kjr - ~l1T) + tan1]1j cos(kjr - ~l1T)]. 
(4.5) 

The tJ;jj must then be combined7 in the usual way to 
satisfy Eq. (3.4) or, equivalently,A}j and 1]~j must be 
combined to form the SJ(jl,jolo). 

5. DISCUSSION 

We have presented a method for generating analyti­
cally the solutions of the coupled, differential equa­
tions appearing in the rotational excitation problem, 

Eq. (3.1). The coefficients of an expansion of the 
solutions in terms of spherical Bessel functions can 
be generated recursively. Thus the close-coupled 
solution can be obtained rapidly and in a convenient 
form. 

The method is of the nature of a power series expan­
sion in terms of the radial variable r. However, the 
series is rearranged to display the spherical Bessel 
functions, a natural function for the problem. Because 
of this the convergence properties of the series 
should be improved. The rate and radius of conver­
gence will determine the utility of the method. We 
are analyzing the convergence properties of the 
series for several model potentials. Unfortunately it 
does not seem that any simple conclusions can be 
drawn. We will present a detailed discussion of this 
complicated question in another paper. 

From preliminary work, it appears that the method 
can also be extended to the vibrational excitation 
problem, both collinear and three dimensional. We 
plan to investigate this possibility further. 

APPENDIX 

According to the residue theorem,8 the value of the 
contour integral in Eq. (2. 10) is the sum of the resi­
dues of the integrand at its Singularities within the 
contour. Since z-Zjz+m (z)is entire and, under the as­
sumptions on the potential, z 2 U(z/k) is analytic in 
some region containing the origin, the only singulari­
ties are due to the pole of An.Z+1/2 at z = O. Thus by 
expanding the integrand in powers of z, the residue 
(and hence the integral) can be found as the coeffi­
cient of z-l. This coefficient can be obtained by re­
peated application of Cauchy's formula for the pro­
duct of two series. 9 Proceeding in this way, we ob­
tain 

I(z) == z-Z+2 U(z/k)jz+m(z)A n.Z+1/ 2 (z) 

[n/2] r(n + l +.! - v)z2v 
X B 2 

v=o 22vv! 

(
1f)1/2 = 2 (n + l + ~) 2n-mzm-n+l 

x (~Z2Jl K~ s~:,: + Jl~ Z2Jl-\~ S~;~1.K)' (AI) 

where 

SZnm = uO - 2K is (- I)K- v r(n + l + ~ - v) 

a,K 22Kka-2K v-O V!(K - v)!r(l + m + K + ~ - lJ) 
(A2) 

and M = min(K, [n/2]). 

Setting m - n + 1 + 2/J = - 1 or m - n + 1 +211 - 1 = 
- 1 yields the value of fJ. corresponding to the z-l 
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term: fJ. = [(n - rn - 1)/2] == N. Since fJ.?: 0, there is 
no residue for rn > n - 1. Further, N satisfies the 
condition N:::: [n/2] so that, in all cases, M = K. Thus 

(27Ti)-1 j I(z)dz 
C N 

= (7T/2)1/2(n + l + ~) 2n- m 6 slnm (A3) 
",0 n-m-2,K 

for rn :::: n - 1 and vanishes identically otherwise. 

The residue of the integrand in Eq. (3. 9) can be eva­
luated in much the same way: 

I (z) == z2-1(jl;JI U(z/kj )Ij'I';J)jz'+m(kj ,z/kj )A.,1+1/2(z) 

= (7T/2) 1/2 21- 1'+n-m (n + I + ~)(kj,jkj)l'+m 

X Z 1'-I+m-n+1( ~ z 21l t S;Il~K (jl,j'I';J) 
jFO 1(=0 

(A4) 

where, setting M = min{K, [n/2]1, 
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J 
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x6 
u=O (K - Il)! Il!r(l' + rn + K + % - Il) 
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According to Eq. (A4), the value of fJ. corresponding 
to the z-1 term is given by [' - I + m - n + 1 + 2fJ. = 
- 1 or I' - I + rn - n + 1 + 2fJ. - 1 = - 1, that is, 
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The condition fJ. ?: 0 implies that the residue vanishes 
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u C 

= (7T/2)1/2 21- 1'+n-m(n + I + ~)(kj,/kj)l'+m 
k 
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for rn :::: 1- l' + n - 1 and vanishes identically other­
wise. Insertion of this result in Eq. (3.9) gives the 
coupled recursion relation (3. 11). 
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A modification of Weyl's theory or the electromagnetic field is presented, such that the usual gravitational 
Lagrangian becomes invariant under the corresponding definition of gauge transformation. As another advan­
tage the problem of the weight of the tensors in the construction of Lagrangians is eliminated. 

I. INTRODUCTION n. MIXED THEORY OF THE GRAVITATIONAL 
FIELD 

This paper proposes a geometrical interpretation of 
the electromagnetic field, closely related to Weyl's 
theory,1 though it uses a different geometrical struc­
ture. The model includes a new geometrical defini­
tion of gauge transformation, which makes gauge in­
variance a weaker requirement than in Weyl's theory. 
Some important advantages follow. For instance, the 
usual gravitational Lagrangian becomes gauge invari­
ant and the problem of the weights of the tensors is 
eliminated. 

In order to describe the affine properties of space­
time, we consider the 4-vector fields Xi: 

The present model has some common pOints with a 
theory presented in 1958 by Sciama. 2 He needed, 
however, a complex space-time of the Einstein­
Schrodinger type. It seems that this is not necessary, 
the present interpretation being, therefore, much 
simpler. 
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theory presented in 1958 by Sciama. 2 He needed, 
however, a complex space-time of the Einstein­
Schrodinger type. It seems that this is not necessary, 
the present interpretation being, therefore, much 
simpler. 
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The quantities hkll,Ai jll are very often called----{!ompo­
nents of the vierbein and of the local affine connec­
tion-respectively4-8. The latin indexes will alway 
refer to the basis XJ , while the Greek ones will be 
related to the basis XI' = a lax fi • 

The torsion tensor C i k I and the curvature tensor 
RiZjk are determined by means of the structural equa­
tions of Cartan: 

from which one can deduce 

Ci'k = (hl-'hk/J - hkl-'hv)(hi + Ai h q ) J J J I-',Il qv 1-" 

(5a) 

(5b) 

(6a) 

(6b) 

(Our torsion and curvature tensors differ by a minus 
sign from those of Ref. 3.) 
The metric properties of space-time are described 
by means of a tensor fieldg, of type (0,2). Let us 
choose the basis X k such that 

(7) 

'TI ij being the Minkowski metric tensor with diagonal 
elements (1, - 1, - 1, - 1). It is then convenient to 
raise and lower the latin indexes by means of'TIij' 

One has then 

hi h,v = " v 1" vI" 
(8) 

As it is always done in general relativity we assume 
that the forms Wij verify the condition 

w ij + wji = 0, (9) 

which implies that the length of a vector is invariant 
under parallel displacement. 

We will consider the quantities hkl-', Ai jfi as indepen­
dent basic fields of the theory. Such a formulation 
is usually called mixed theory. Another pOSSibility, 
the so- called metric theory, is based on the assump­
tion that the space-time is Riemannian and considers 
only the hl fields as independent fields. 

The simplest Lagrangian which can be constructed 
is then 

oC = RJe, (10) 

where R = Ri j ij and Je = (dethl)-l = ,JI detgfiv I. 
Independent variations of hkP,Aijl-' give the field equa­
tions 

Where Rik is the Ricci tensor. As we see, they are 
the same as in the purely metric theory. 

(11) 

m. INTRODUCTION OF THE ELECTROMAGNETIC 
FIELD 

N ow let us assume that when the electromagnetic 
field AI' is present, condit,i,on (9) is no longer ade­
quate. More precisely,w'J picks up a symmetric 

part and takes the form 

(12) 

where (O)w i
j = Aijfidxfi verifies (9). The length L of a 

vector is then changed under parallel displacement. 
One has 

dL =La 

just as in the Weyl model. 

From (12) and (6) we get 

R' (0)' , 
}kZ = 'R'jkl + {)'jFkl , 

Rjl = (O)Rjz + Fjz , 

Cikl = (O}Ci kZ + {)ikAz - /jizA k, 

R = (O)R, 

(13) 

(14) 

where the left index (0) means that the correspond­
ing quantities are constructed only in terms of 
(O)wijand Al = h/A fi , Fkl = h{'hl(Aa,s - AS,a)' 

We now take the Lagrangian 

oC = (R - ~ Ri'klRj,kl) Je 
32' J ' 

where K is the gravitational constant. From (14) 
we get 

(15) 

oC = (R - i JtvFfiv) Je, (16) 

so that oC has the usual form. Note that (15) is the 
only Lagrangian which is quadratic in R~kl and re­
duces to (10) as AI-' vanishes. 

Now we submit hl,Aijfi,Afi to independent variations. 

The calculations are very similar to those of Refs. 
6 and 8, where we refer for more details. Variation 
with respect to Aijl-' gives 

(O)Ci - 0 jk - , 

which implies 

(17) 

(18) 

As we see,AI-' induces a torsion. In spite of (13) our 
geometry is therefore different from Weyl's. 

Variation with respect of hkl-' and Afl give 

(O}Rk, - 1. () k,R = - K(FkIF +1. () k,F Fnl) 
J 2 J Jl • J nl , 

(FflIlJe), v = 0, (19) 

which are the usual Einstein-Maxwell coupled equa­
tions, with symmetric Einstein and energy-momen­
tum tensors. This is somewhat surprising since it 
is known 6 ,7 that these tensors become nonsymmet­
ric in twisted spaces. This peculiar situation is due 
to the fact that the first term in (15) depends only on 
(O>W~ which, on the other hand, does not affect the 
second one. 

Now it seems natural to define the gauge transfor­
mation as 

(20) 
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where cjJ is an arbitrary function. In terms of our 
fundamental fields this takes the form 

A i --'>Ai 
j Il jJ1 ' 

(21) 

Let us recall the corresponding definition in Weyl's 
theory: 

gaB---7cjJ gaB' Aa--'>Aa+~(logcjJ).a' (22) 

It is clear that (5b) and, consequently, the curvature 
tensor, is invariant under (20), as well as the metric 
tensor gaB' This means that the Lagrangians (10) and 
(16) are gauge invariant. As it is well known this is 
not the case in Weyl's theory. An important conse­
quence is the elimination of the problem of the 
weights of the tensors in the construction of Lagran­
gians. More precisely one does not need to change 
the gravitational Lagrangian if electromagnetism is 
to be introduced. It is also easy to make invariant 
the Dirac or Klein-Gordon Lagrangians by the usual 
phase transformations 

lJ; --'> e i <l>lJ; 

and the substitution all --'> all - iA . This is in sharp 
contrast with the Weyl model. On the other hand, Eq. 
(5a) is not invariant under (20). This means that the 
torsion tensor is not invariant. 

In Weyl's view, gauge invariance expresses the fact 
that a theory must not change under arbitrary point­
dependent changes in the scale of length. Even in the 
absence of matter this requirement is too strong, 
because the gravitation constant links the units of 
length and energy. In our model, gauge invariance 
means independence on the way we compare the tan­
gent spaces at two neighboring points, provided that 
the comparation device (Wij) is changed according to 
(20). This is certainly a weaker condition. 

It has been argued with respect to Weyl's theory 
that the variation of the scale of length under paral-

1 H. Weyl, SPace- Time-Matler(Dover, New York, 1950). 
2 D. W. Sciama, Nuovo Cimento 8,417 (1958). 
3 S. Helgason, Differential Geometry and Symmetric SPaces 

(Academic, New York, 1969). 
4 H.Weyl,Phys.Rev.77,699 (1950). 
5 R.Utiyama,Phys.Rev.l0l,1597 (1956). 
6 T.W.B.Kibble,J.Math.Phys.2,212 (1961). 

leI displacement leads to contradictions [see for 
instance Chap. 13 in Ref. 9). The arguments are based 
on the following assumption: The mathematical 
parallel displacement of a vector is always the ex­
pression of the physical transport of a rod. This 
view is plausible, but difficult to apply to more gene­
ral objects as spinors or tensors or to transport 
along a spacelike curve. We can, however, take the 
view that the parallel displacement gives only a 
rule useful to construct a covariant derivative. (See 
in this connection Ref. 10, Chap. VII.) In other words 
the scale of length is given by the metric tensor 
which we take as independent of the connection. If 
we transport the scale of length Vil from P to P', we 
have to adjust this vector according to the value 
gllv(P') if it is to be interpreted as the unit of length 
at P'. 

IV. CONCLUSIONS 

We have given a geometrical interpretation of All 
which has some important advantages over Weyl's 
theory, specially the gauge invariance of the gravi­
tational Lagrangian. 

The usual Einstein- Maxwell coupled equation can be 
interpreted in two different ways: 

(a) as equations involving purely geometrical quan­
tities in a non-Riemannian space-time; 

(b) as equations involving geometrical (hl, Aij ) and 
radiation (All) quantities in a Riemannian spac~­
time. 

We stress the fact that in both cases the equations 
are identical. 
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Conditions for the Existence of the Generalized Wave Operators 
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If Eo(G) is the spectral projection operator associated with the free Hamiltonian Ho, corresponding to a boun­
ded measurable subset G of JR, and E l(G) is associated with the .total Hamiltonian H '" H a + V, where the opera­
tor E l(G)VE o(G) is of trace class, it is proved that the element g = Eo(G)f belongs to the domain of the gener­
alized wave operators Q ± if and only if 

lim 1',(1- E 1(C))e- iHotgll = O. 
t-;l:OC 

A stronger version of this result is also proved, from the theory of time-dependent scattering, and is applic­
able to scattering systems for which families {GIl, {C 2 } of measurable sets may be found such that 
E 1 (C 2 ) VE o(G 1 ) is of trace class. 

INTRODUCTION are defined by 

n±f = s-lim eiHote-iHtPlf, 
t----'Jo!foO 

(1) For a scattering system described by free Hamil­
tonian H 0 and total Hamiltonian H, where H 0 and H 
are self-adjoint, the generalized wave operators n± where Po is the orthogonal projection onto the abso-
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where cjJ is an arbitrary function. In terms of our 
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Let us recall the corresponding definition in Weyl's 
theory: 
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pression of the physical transport of a rod. This 
view is plausible, but difficult to apply to more gene­
ral objects as spinors or tensors or to transport 
along a spacelike curve. We can, however, take the 
view that the parallel displacement gives only a 
rule useful to construct a covariant derivative. (See 
in this connection Ref. 10, Chap. VII.) In other words 
the scale of length is given by the metric tensor 
which we take as independent of the connection. If 
we transport the scale of length Vil from P to P', we 
have to adjust this vector according to the value 
gllv(P') if it is to be interpreted as the unit of length 
at P'. 
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We have given a geometrical interpretation of All 
which has some important advantages over Weyl's 
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The usual Einstein- Maxwell coupled equation can be 
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If Eo(G) is the spectral projection operator associated with the free Hamiltonian Ho, corresponding to a boun­
ded measurable subset G of JR, and E l(G) is associated with the .total Hamiltonian H '" H a + V, where the opera­
tor E l(G)VE o(G) is of trace class, it is proved that the element g = Eo(G)f belongs to the domain of the gener­
alized wave operators Q ± if and only if 
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A stronger version of this result is also proved, from the theory of time-dependent scattering, and is applic­
able to scattering systems for which families {GIl, {C 2 } of measurable sets may be found such that 
E 1 (C 2 ) VE o(G 1 ) is of trace class. 

INTRODUCTION are defined by 

n±f = s-lim eiHote-iHtPlf, 
t----'Jo!foO 

(1) For a scattering system described by free Hamil­
tonian H 0 and total Hamiltonian H, where H 0 and H 
are self-adjoint, the generalized wave operators n± where Po is the orthogonal projection onto the abso-
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lutely continuous subspace of Ho' One of the most 
important problems of scattering theory is to dis­
cover what conditions must be imposed on Hand Ho 
for the wave operators Q ± to exist and prove that 
these conditions are satisfied for systems of interest 
in quantum mechanics. For single-channel systems, 
it is equally important to prove the existence of the 
limits 

(I') 

where PI is the orthogonal projection onto the abso­
lutely continuous subspace of H. The conditions for 
Q±* to exist as a strong limit may be derived from 
conditions for Q± to exist by interchanging the roles 
of the operators Ho and H. If, for all elements f, g, 
the strong limits of Eqs. (1) and (1') both exist, it 
follows that the restriction of the scattering operator 
S == Q_*Q+ to the absolutely continuous subspace of 
H 0 is unitary. The unitarity of S has important 
physical consequences for the system, and may be 
regarded as the defining property of single-channel 
systems. 

It is known1 .2 that if H == H 0 + V, then the wave 
operators exist provided V is of finite rank. This 
result has been considerably strengthened by succes­
sive authors, using the properties of trace-class 
operators. 3 Kato1 and Rosenblum 4 showed that the 
wave operators exist provided V is of trace class, 
and Kat0 5 has subsequently shown that it is sufficient 
that 1J;(H) - 1j;(Ho) be of trace class, where 1j; is any 
function satisfying a set number of rather weak con­
ditions. For example, Q± exist provided (z - H)-N -
(z - HO)-N is of trace class for some positive number 
N and some complex number z. [The result of 
Kuroda,6 requiring that I Vll/2(Ho + i)-I be of Sch­
midt class and that IIVxl1 "" allHoxl1 + bllxll,a < 1,for 
all x in the domain of H o, may be derived as a special 
case of the above result with N == 1. It is sufficient 
to prove that (Ho + i)-I V(Ho + i)-I is of trace class.] 

Now if (z -- H)-N - (z - HO)-N is of trace class, it 
may be deduced that there exist bounded measurable 
subsets C of the real line such that the operator 
Eo(C)VE I (C) is of trace class, where Eo(C) is the 
spectral projection operator corresponding to the 
subset C and is defined in terms of the resolution of 
the identity for H o' and El (C) is similarly defined 
in terms of the resolution of the identity for H. [The 
operator Eo(G) VEl (C), which is always bounded, may 
be defintd in a natural way even when the domain of 
V == H - Ho is not dense in the Hilbert space.] More­
over, the union of all such subsets is R.\ 0, where 0 is 
a set of Lebesgue measure zero, and this remains 
true for a wide class of functions 1j;, given the more 
general condition that 1j;(H) - 1j;(Ho) be of trace class. 

The condition that E o(G) VE 1 (C) be of trace class is 
an extremely weak one, and does not of itself guaran­
tee the existence of the wave operators. (If H 0 is the 
one -dimensional "position operator ," then E o( C) VEl (C) 
may be of trace class for every bounded subset C, but 
the wave operators do not exiSt.) In the present paper we 
prove that if E l(C)VEo(C) is of trace class, then 
Eo(C)f belongs to the domain of Q± provided that 

limilEI (G)e-iHotEo(G)fll = 0, 
I-+±oo 

where G denotes the complement of C. This is in 

fact a special case of Theorem 3 of Sec. 3, which pro­
vides sufficient conditions for an element of the space 
to be in the domain of Q±> given the existence of a 
number of subsets Cu C2 such that E l (C 2 )VE o(C I ) is 
of trace class. Theorem 3 is actually the strongest 
possible result, in the sense that if EI(C)VEo(C) is of 
trace class for every bounded measurable subset C 
(as in the case for a wide class of scattering sys­
tems), then we have a necessary and sufficient con­
dition for an element to be in the domain of Q±. 

Theorem 3 is in that case a generalisation of a theo­
rem of Birman,7 who postulates the existence of 
subsets C U C 2 such that E I (G2 )Eo(C l ) is compact; 
the existence of subsets having this property is not a 
necessary condition for the existence of Q±. The 
application of Theorem 3 to proving the existence of 
the wave operators for a class of singular potentials 
will be conSidered in a subsequent paper, and provi­
des examples of scattering systems for which weaker 
versions of Theorem 3 are not adequate. 

In Sec. 1, we define,8 for any bounded linear operator 
L, the family of linear operators F'"b(L) and the cor­
responding singular integral operators Fooo (L) and 
~oo 00 (L). In Theorem 1 we consider the case where 
L is of rank 1, and in that case construct a dense set 
of elements belonging to the domain of ~oo oo(L). 
Theorem 1 is a generalization of a result proved in 
Ref. 9. 

In Sec. 2, we use the properties of the F operators to 
derive, under very general conditions, an identity for 
the evolution operator eZHte-zliot, using techniques 
which have been applied in Ref. 10 to the case where 
V is of rank 1. The main result of Sec. 2 is summari­
zed in Theorem 2. 

In Sec. 3, we make the assumption that subsets Cl , C2 
exist such that E l (C 2 )VEo(Gl) is of trace class. The 
argument is analogous to that of Ref. 9, and in 
Theorem 3 and its corollaries we give conditions for 
an elementf to be in the domain of Q±. 

1. THE DOMAIN OF F- oo oo(L) WHERE L IS OF 
RANK ONE 

For any bounded linear operator L and any pair of 
real numbers a, b, we define the linear operator 
Fab (L) by 

Fab (L)j == 21 J b e ilio sLe -iHo Sf. 
7f a 

(2) 

The integrand being strongly continuous in s, the 
integral may be defined as a strong limit of approxi­
mating Riemann sums. 

Faoo (L) is defined by 

Faco(L)f == s-limFab(L)f, 
b~oo 

for any f such that the limit exists. ~oo b (L) is defin­
ed in a similar way, and we also define' 

It is not difficult to show that 

iliotF (L) -ilia t F (L) e abe = a +t . b+t , (3) 

so that, for example, 
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(3') 

In the following sections, we shall have to deal with 
the F operators where L is of trace class. Since any 
trace class operator may uniformly be approximated 
by sums of operators of rank 1, a first step is to 
study the case where L is of rank 1. 

If L = I <P> (lJ; I , we have 

F (I<p> (lJ;I)f=~ ft eiHos<p(lJ; e-iHOSf)ds. (4) 
ot 2rr 0 ' 

Applying the spectral theorem, we find, for any ele­
ment y' of the space, 

The interchange of A and s integrations may readily 
be justified, giving 

(y,Fot< I <P> (lJ; 1 )f) = -2
1

. r {lJ;, (A - Ho)-l 
rrz -00 

x [ei(A-Ho)t - l]f)dA(y,EA<P) (6) 

Although (A - Ho)-l is not defined whenever A is an 
eigenvalue of Ho, we understand the integrand of the 
rhs in that case to mean 

JOO r( ll)d(lJ;, E/lf), 
-00 

where 
e i(A-/l)t - 1 

r(ll) = ( )' A ~ Il 
A-JJ. 

it A = Il. 

Thus r is a continuous function. 

Iff is orthogonal to every eigenvector of Ho, an 
application of the Lebesgue dominated-covergence 
theorem shows that 

and, with further application of the theorem, we de­
duce from Eq. (6) that 

2rri(y, F 0 t( I <P> (lJ; 1 )f) = lim r 
f..~O -00 

Using this expression, we shall construct a set of 
elements belonging to the domain of F..oo oo( 1 <P> (lJ; 1 ) 

[i.e., these elements will belong to the domain both of 
F ooo( 1 <P> (lJ; I) and of F_ oo 0(1 <P> (lJ; 1 )]. 

Denoting by M a.c. (Ho) the absolutely continuous 
subspace, let g be any element belonging to M a.c. (Ho) 
so that, for some y E L 1 , 

A 
(g, EAg) = f y(s )ds. (9) 

-00 

We have, apart from a set of values A having Lebes­
gue measure zero, 

(9') 
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For any positive numbers E, M, N we define the fol­
lowing measurable sets of real numbers: 

S(N) = {k; 11 - I~(k) I 
~ N for all ll'in the interval 0 < ll' ~ I}, (10) 

"L,(M,N) = {k; Iy(k) I ~ M} n S(N), (10') 
where 

I~(k) == (<P, [k - Ho ± ill'p <P). (10") 

Although y(k) is not unique, any two representatives 
of the element y of L1 ( - co, co) differ only on a set of 
(Lebesgue) measure zero; we shall say that "L,(M, N) 
is denoted modulo a set of measure zero. 

Given any measurable set G, there is a corresponding 
projection operator Eo(G) defined by 

(y,Eo(G)x) = 1: XG(A)d(y,E),x), (11) 

where XG is the characteristic function of G. We de­
note the corresponding projection operator defined 
in terms of H instead of Ho by E1 (G). 

If G is only given modulo a set of measure zero, the 
restriction of Eo(G) to M a.c. (Ho) is nevertheless 
uniquely defined. 

Theorem 1: For any element g belonging to 
Ma.c. (Ho), the element gM,N == Eo{"L,(M, N»g belongs 
to the domain of Eoo oo( I <P) (lJ; I). 

Proof: Define, for E :j: 0, the one-parameter 
family of operators ~E by 

~J = 1: (lJ;, [.\ - Ho + iEP[1- I;(Ho)Pf)dEA<P· (12) 

For fixed E, [1 - I~(Il)r1 is a bounded continuous 

function of Il, so that L:[l- I~(J..L)PdEJ1f exists. 

II~JI12 is the triple integral 

II~ fl12 = fJfdA(EA<P,<P)dJ1{f,E/llJ;)dv(lJ;,Evf) 
E (A - Il - iE)(A - v + iE) 

1 x--------
[1 - I;(Il)][1 - IE-(v)] 

(13) 

Substituting 

(A - Il - iEt1(A - v + iEP = (Il - v + 2iEP 

X [(A - Il - iE)-l - (A - v + iEP], 

we may carry out the A integration, and, using Eq. 
(10"), we have 

II~ jJ2 = ffd)J(f,EjllJ;)dv(lJ;:Evf) 
E (ll-v+2zE) 

x C _1I ;(V) - 1 _ ;;(IlJ (14) 

Now replace f by the one-parameter family fE == 
[1 - I;(Ho)]gM.N' 

Then 

II~ 1.112 = 2Re(ffdifElEIllJ;)dV<lJ;,~vgM.N») 
E E (Il - v + 2l E) 

(15) 
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so that for almost all v we have 

d d 
dv (gM,N' EugM,N) = XE(M,N)(V) dv (g,E~) 

= X E(M,Niv)y(v) ~ M; since 1 y(v) 1 

~ M for v E 'L.(M,N). 

Denoting by 1/Ia. c. the orthogonal projection of 1/1 onto 
the subspace Ma.c.(Ho), we have 

l-fh (1/I,Ev gM,N) I 2 ~ C~ (gM,N,EvgM,N») 

x (:v (~a.c., Ev1/l») , (16) 

so that, writing b(v) = (d/dv)(1/I, EugM.N) , we have 

(llbI1 2)2 l:lb(v)1 2dv ~ M1I1/I112. (17) 

Similarly, if 

d 
C(A) = dA (gM,N,EA1», (17') 

we find that 

(17") 

Writing a:(/l) = (d/dp.)(f"E
Il
1/l),we have,provided 

1 EI ~ 1, 

I a:(/l) 12 = 1[1 - I~(/l)} d~ (gM,N, E~1/I) 12 

d 
~ 11 - I;(/l) 12X E(M,N)(P.)Y(/l) dll (1/Ia.c., Ell 1/1) 

d 
~ MN2 d/l (1/Ia.c., E~1/I) 

since 11-1;(/l)1 ~ N for p. E 'L.(M,N). 

Hence 

(lIa, 112)2 <':: MN21i1/l1!2, 

and Eq. (15) becomes 

IllJI f. 112 = 2Re (lOCO to a:(/l)b(V)dP.~V) 
, , -00 -00 (/l - v + 2l E) 

Similarly we may evaluate IIlJ1, e -iH0Y', II, to obtain 

( 
*( )b( ) i(f'-v)t ) 

IllJI e- iHo1. 112 = 2Re l°Ol°o.a • /l ve . d dv 
'€ -00 -oco (/l - v + 2lE) /l . 

(18) 

(19) 

(20) 

(21) 

If we take E> 0 and note that both a, and b belong to 
L1 ( - c.x:>, 00), we have 

e -2 €t Ilw, e -iH0Y', 112 

= - 2Re[i {"dS (Cl:a!(/l)b(V)illl-v+2idSd/ldll)] , 

Le .• 

IIw,e- iH0 J: 112 
= 47T 1m (('[aE(S )]* b(s)e -2'(S-t)dS) , (22) 

where a, and b denote the Fourier transforms of a 
and b, respectively, and are elements of L2( - 00,00). 
Now,in the limit as E -70 +, lim I;(/l) exists for al-

.:::-+0+ 
most all /l, being the boundary value, on the real axis, 
of a function analytic in the upper half-plane and hav­
ing negative imaginary part. [See Ref. 11 ,pp. 69ff, and 
AppendiX 2 of Ref. 10. The mapping w = (i - z)/ 
(i + z) maps the upper half-plane onto the (open) unit 
disc, and by the sectorial limit theorem (Ref. 11, 
p. 105) we may prove the existence of a sectorial 
limit for almost all /l.] 

Hence a€ (/l) converges pointwise a.e. to a limit as 
E-70+. But if follows from Eq.(18) that la€(/l)1 is 
bounded above by an element of L 2( - 00, 00) which is 
independent of E. Hence, using the Lebesque domina­
ted-convergence theorem, we deduced that, as E -) 0 +, 
a,,(/l) converges in the mean to a limit in L 2( 00,00). 
Moreover, if this li~it is denoted by ao' than li, con­
verges strongly to ao and we have, from Eq. (22), 

~!.w)leiHotlJl,e-iII0Y'J2 = 47T 1m (C[lio(S)]*b(S)dS) , (23) 

where 

11i10112 <':: Ml/2NIItt'II, 

IIbl1 2 <':: M1/2111/111. 

(24) 

(24') 

Comparison of Eqs. (12), with! = [1 - 1;(Ho)]gM,N' 
and Eq. (8) shows that 

w_lim(eiHotlJl€e-iH0Y'€ -lJIJ,) = 27Ti Fot(I1» (1/II)gM.N' 
(-,0+ '(25) 

Hence 
-1' (iHotlJl e-iHotf _ eiHos,T. -iHOSf) "'::-J.;n e ,J( 'J.'(e h 

= 21Ti F st (I4» (1/I/)gM,N' (26) 
Therefore 

21T I/Fst{ 14» (1/11) gM,N II 
~ lim suplleiHotlJl e- iHo 1. eiHoslJI e- iHOs! II 

(>0 « € € 

~ [47T 1m ~oco [i10(S)]*b(S)dS)r
/2 

+ [ 47T Im( ~oo [i1o(t)}*b(t)dt) f/2, 
from Eq. (23). 

Hence 

lim IIFst(I4» (1/I\)gMN II = 0, 
s, t~oo ' 

(27) 

so that by the completeness of the space it follows 
that Fot( 1 1» (1/IJ)gM,N converges strongly to a limit 
as t ~ cx:l; i.e.,gM,N is in the domain of Fooo( 14» (1/11). 
We may Similarly consider lJI€ for negative values of 
E, and by analogous arguments show that gM.N belongs 
to the domain of F-ooo< I 1> > (1/11 ); this completes the 
proof of Theorem 1. 

We also have, from Eq. (8), 

(gM,N' Fs t( 14» (~I ) gM,N) 
1 . Jfei(A-il)t _ e i (A-Il)S 

= - lIm d )..(gM N' E A4» 
211i (-'0 (A - /l + iE) , 

x diN, Ei1 gM,N) 
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= /iJ(k)[C(k)]* dk, 
s 

(28) 

on using arguments similar to those used to derive 
Eq. (23). 

Using Schwarz's inequality and Eq. (17), we find 

I (gM,N,Fs t( I </» (t/il )gM,N) I -'S M1/211t/1ll(t I c(k) 12dk) 112. 
s (29) 

With Eq. (17 'I), it follows that 

(29') 

It is important for the subsequent arguments to note 
that 

(i) The bound in Eq. (29') is independent of N. 

(ii) For a given element g belonging to M a.c. (Ho)' 
and for given values of M,N, the elementgM,N 
and the measurable set l,(M, N) defined in Eq. 
(10') both depend only on </>, but not on t/I. Hence, 
for a given </>,gM N belongs to the domain of 
Eoo oo( I </» (t/il ) for all t/I. 

Corollary Lo Theorem 1.- The domain of 
Roo oo( I</» (t/il ) is dense in the subspace M a.c. (H 0)' 

Proof: Almost all real numbers k belong to 
r,(M,N) for some M,N, and hence for all M,N suffi­
ciently large. The measure of the complement of 
'L.(M, N) tends to zero as M, N -'; CI). Since g E: 

M a.c. (Ho), this remains true if we replace Lebesgue 
measure by the Lebesgue-Stieltjes measure genera­
ted by (EAg, g), since the latter is absolutely contin­
uous with respect to the former. 

Hence 

s-lim gM N = s-lim Eo('L.(M,N»g = g. (30) 
'H,N .. if; I ,'t1,N-i>r;£) 

Since each element gM N belongs to the domain of 
Eoo oo( I </» (t/lI) and g is a general element of 
Ma •c . (Ho), the conclusion of the corollary follows. 

2. THE EVOLUTION OPERATOR eilIte -iN"l 

Let GI , G2 be two bounded, measurable subsets of the 
real line, with corresponding projection operators 
Ek(G I ), Ek (G 2), k = 0,1. Eo(G) is defined by Eq. (11), 
and E I (G) is defined similarly in terms of the reso­
lution of the identity for H. Throughout this paper 
we shall use the convention that, e.g.,E'o(G ])VE I(G 2 ) 

denotes an operator defined on the whole space by 

EO(G I )VE1(G 2) ~ Eo(G I )HE I (G 2) 

- HoEo(G 1)EI (G 2). (31) 

For any complex number A, with IrnA =1= 0, we define 
an operator g(A) by 

If l, is some closed interval of the real line contain­
ing G1 U G 2 , we define in the obvious way g(A) for 
values of A in the entire complex plane cut along 'L., 
so that g(A) is strongly continuous, and indeed opera­
tor analytic, in A in the cut plane. If C is a closed 
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contour containing 'L. in its interior, we define 6.(0, 
for real values of I, by 

6.(t) = J CiA! g(A)dA. 
C 

(33) 

6.(1) is a one-parameter family of bounded operators, 
and is independent of the preCise shape of the contour 
C (which however, may conveniently be taken to be 
rectangular and to intersect the real axis in two 
points til). 

We define the bounded linear operator T by 

Tj = < [f __ dt l dt 2 e ilIOll6.(t2 _ll)e- iIIOl2 j, 
o~ tl '- t2 t 

(34) 

and, as in ReL10, obtain an identity for the evolution 
operator by evaluating T in two ways. 

We have, first of all, on using the definition of 6. and 
carrying out the t 1 integration, 

Tj = J dA t dt 2 irA - HoP(e-iU-llo)t2_1) 
e 0 O( 

x g(A)e' A-llu )t2 f, 

with the convention that the integrand is taken to be 
strongly continuous in A where C intersects the real 
axis. 

We deduce that 

Tj = Iat 
dl 2 ie illot2 (Ie (A - H 0) - J g(A)dA)e -illot2j 

- ~ dAr,\, - Hoeg(A - Hofl(eiCAllo)t - l)j. (35) 

Now (A - Ho)-lg(A) is strongly continuous in A (in the 
cut plane), and, writing 

EO(G I )VE 1(G 2) = (A - Ho)Eo(G1)EI(G2) 

- Eo(G1)(A - H)E I (G 2 ), 

we find, from Eq. (32), 

(A - HoPg(A) = [Eo(G1)(A -- HPE I (G 2 ) 

- (A - HoPEo(GI)EI(G2)]El(G2)VEo(GI) (36) 

Using the techniques of ReL10, to evaluate contour 
integrals of operator valued functions, we have 

1;; (A - Horlg(A)dAg = 21Ti[Eo(G 1)EI(G2 ) 

- E.o(GI)El (G 2 )]El (G2 ) VEO(G1)g 

= 0 for any element g 

so that the first term on the rhs of Eq. (35) vanishes 
identically. To determine the second term, we have, 
from Eq. (36), 

(A -H
O

)-l g (A)(A -1I
0

)-1 

= EO(G1)(A -HprE l(G 2 )(A -Ho)Eo(G 1) 

- (A -1I)E
1

(G
2

)Eo(G 1)](A -110 )-1 

- (A -llo)-1Eo(G 1)E1 (G 2)VEo(G
1

)(A - 110 )-1 

= E O(G 1 )(A -H)-1E1 (G 2 )Eo(G 1 ) (37) 

- E O(G 1)E1 (G 2 )(A - H 0)-1Eo(G
1

) 

- (A - 1Io)-lEo(G1)El (G 2 )VEo(G 1 )(A - HoP. 
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By operating on the right by ei(A-Ho)t - 1 and carry­
ing out the ,\ integration, Eq. (35) becomes 

T! = - 21TiEo(Gl)El(G2)[eiHte-iHot -1)Eo(G 1)! 

+ fc d'\('\ -HoflEo(G1)E1(G2)VEo(G1)('\ -Hof1 

(38) 

We can write 

(,\ - Hof1[ ei(A-Ho)t - I)! = i f~ dsei(A-Ho)j, (39) 

so that by integrating with respect to ,\ the contour 
integral becomes 

- 21T f~ dseiHOSEo(G1)E1 (G2)VEo(G1)e-iHoj, 

and with the notation of Eq. (2) we have 

T! = - 21TiEo(Gl)E1(G2)[eiHte-iHot -1)Eo(G 1)! 

- (21T)2F ot(EO(G 1)E1 (G 2)VEo(G 1». (40) 

Using Eqs. (32) and (33), we find 

Thus t.,(t) is continuous in t, with the operator norm. 
[It may readily be deduced from the spectral theorem 
that e iHtE1 (G 2) is continuous in t.) 

We may therefore define the one-parameter families 
of operators At' Bt , and Lt by 

(t -iH U 

~ = Jo t.,(u)e ° du, 

(t -iH u 
Bt = Jo e ° t.,(u)du, 

and t 

L t = fo dv F o.t_v(t.,(v)e- iHOV ) - F ot(Bt)· 

Now, from Eq. (3) we have 

Lt = f~ dve-iHOVFv)t.,(v)) -F Ot(Bt) 

= f~ dvF ot(e -iHov t.,(v)) - F Ot(Bt) 

(t -iH v 
- Jo dvF ov(e 0 t.,(v». 

(42) 

(42') 

(42/1) 

(43) 

Writing the matrix element ([J~ dv F Ot (e -iHov t.,(v» If ,g) 
as a double integral, it is easily seen that we may 
interchange orders of integration and deduce that 

f~ dv F Ot(e-
iHOV 

t.,(v» = F Ot (f~ dv e-
iHov t.,(v~ 

= F Ot(Bt), 

so that we have the alternative formula for L t , 

(t - iH v 
Lt = - Jo dv F ov(e 0 t.,(v)). (44) 

Theorem 2: Suppose Lt is compact, and let! be 
any element of the space belonging to Ma.c.(Ho)' Then 

Eo(G 1)E1 (G 2)[ e iHt e -iHot - 1)Eo(G 1)! 

= 21TiF ot(Ea(G1)E1(G2)VEo(G1))! 

+ iF aoo(At - Bt)! + iF at(Bt)!. (45) 

Proof: From Eq. (44), we have 

Lt - eiHOSLte-iHoS = f~ dv[-F ov(e- iHOV t.,(v» 

+ eiHosF av(e-iHOV t.,(v»e- iHOS ). 

The integrand may be written 

- F Ov (e -iHov t.,(v)) + eiHosF a .v-s (e -iHov t.,(v»e -iHos 

+ eiHosF v_s.v(e-iHOV t.,(v»e- iHOs 

= - F ov(e -iHov t.,(v)) 

+ iHosF ( -iHov A( » -iHos 
e O.v-s e u v e 

+ iHo(s-v)F (A() -iHOv) -iHo(S-V) 
e v_s.vuve e 

= - F ov(e- iHOV t.,(v)) + Fs.v(e-iHOV t.,(v)) 

+ F as(t.,(v)e- iHOV ) = F as(t.,(v)e- iHOV _ e- iHov t.,(v)). 

Hence 

L _ iHosL -iHos 
tete 

= f~ dv F os(t.,(v)e- iHOV - e- iHov t.,(v» 

= F Os (f~ dv t.,(v)e-
iHOv 

- f~ dv e- iHoV t.,(V)) , 

by the same argument as we used above. 

(46) 

Therefore L t! - eiHOSLte-iHoj = F as(At -Bt)!. (47) 

Since L t is compact and! belongs to Ma . c. (H a), it fol­
lows that lim IILte-ZHOS!11 = O. An immediate con-

s-+±oo 

sequence is that 

Now, from Eq. (34), we have, by the change of vari­
ables 

t1 =u, t2 -t1 =v, 

T! = fu+v~tf dudv eiHout.,(v)e-iHOue-iHOv!, 
u.v;.a 

which on carrying out the u integration gives 

T! = 21T f~ dv F a,t-v(t.,(v)e-
iHOV

)! = 21T[Lt + F Ot(Bt)]! 

= 21T F o 00 (At - Bt)! + 21T F at(Bt)!, (49) 

on using Eqs. (43) and (48) and applying Eq. (3). Com­
paring this with Eq. (40), we may deduce Eq. (45), and 
this completes the proof of the theorem. 

3. PROOF OF THE EXISTENCE OF THE WAVE 
OPERATORS 

We now restrict the discussion to scattering systems 
for which there exist (nontrivial) bounded measurable 
subsets Gll G2 of the real line such that E1 (G 2)VEo 
(G 1) is of trace class. 

Suppose then that E 1(G 2)VEo(G1) is of trace class. 
Then E 1(G 2)VEo(G 1) has a (nonunique) representa­
tion of the form 

00 

E 1 (G 2)VEa(G 1) = L; ll'il<Pi) <<Pi I , 
i=1 

(50) 
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where II <Pi II = 1 and the a's are complex numbers 
such that 6%llail< 00. The rhs of Eq. (50) conver­
ges in the Banach space of bounded linear operators 
on the Hilbert space. 

Equation (41) shows that ~(t) is also of trace class. 
Hence e- iHov ~(v) is compact. But F ov(e- iHOV ~(v)) 
may be expressed as a limit (in the Banach space of 
bounded linear operators) of approximating Riemann 
sums, and since any limit of compact operators is 
itself compact, it follows that F oJe- iHoV ~(v)) is com­
pact. By the same argument, it follows from Eq. (44) 
that L t is compact. Hence the conditions of Theorem 
2 are satisfied,so that Eq. (45) holds for any f be­
longing to Ma.c.(Ho)' 

From Eq. (50) it follows that 

00 

E o(G 1)E1 (G 2)VEo(G 1) = 6 a i l;Pi) <;Pi I, (50') 
i=1 

where 1)i = E O(G 1 )<P i • 

Similar representations may be derived for A and Bt • 
Thus we have, for any element x, 

J~ du e iHUE 1 (G2)VEo(Gl)e-iHOUx 

. (G) ( iHt - iH t ) (G) = - zEl 2 e e 0 -1 Eo 1 x, 

where "d/du" denotes a strong derivative. 

Hence from Eqs. (41) and (42) we find 

A = 21TEo(Gl)VE1(G2)(eiHte-iHot -1)Eo(G 1), 

so that 

where 
( ) _ ()[ iHot -iHt ] 1/1it -21TEo G1 e e -1 <Pi' 

and 

It follows similarly that 

00 

Bt = A.:+'t = 6 a i l1/1i(-t) <<Pi I . 
i=l 

Now let M be any positive number and let {Ni }, 

(51) 

(52) 

(53) 

(54) 

(55) 

i = 1,2,3, "', be any sequence of positive numbers. 
Given any element g belonging to Ma •c• (H 0), we define 
yeA) by Eq. (9'). For each value of i, we take <P = <Pi' 
N = Ni in Eqs. (10), (10'), and (10") and make the fol­
lowing definitions: 

S .(N.) = {k; 11 -]± .(k) I .;:: N. for all a in the interval 
, , a.,' 0 < a .;:: I} (56) 

(56') 

(56") 

E ach ~i(M, Ni ) is defined modulo a set of measure 
zero. We denote the corresponding sets, obtained by 
repl~cing <Pi by ;Pi in the definition of I~)k), by Si 
and ~i(M, Ni), respectively. 
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The following lemma enables us to deduce the exis­
tence of the wave operator: 

Lemma 1: Suppose that E1 (G 2)VEo(G 1) is of trace 
class, and let g belong to M a.c. (H 0)' 

Define, for any M, {Ni }, 

gM= EoO:;1 [~i(M,Ni) n i;i(M,N)])g. (57) 

Then 

lim (Eo(Gl)e-iHotgM' E1 (G 2) 
s. t......,,± co 

[ iH(s-t) -iHo(s-t) -1]E (G ) -iHot )-0 x e e 0 1 e gM - . (58) 

Proof: We consider first the limit as s, t -) + 00. 

The proof will depend on the following result: 

Let {Ci(s, t)}, i = 1,2,3, ... , be a sequence of com­
plex-valued functions of two real variables s, t. Sup­
pose that there exists a sequence {di } of real positive 
constants such that 

and 
I Ci(s, t) I < di for all s, t 

00 

6 d; < 00. 
1 

Then if lims.t~oo C/s, t) = Ci, it follows that lims.t~oo 

6~ Ci(s, f) = 6~ Ci• 

We shall also use the corresponding result for func­
tions of a single real variable. Both results are 
special cases of the Lebesgue dominated-conver­
gence theorem. 

By making the substitutions t -) (s - f), f -) e-iHotgM 

in Eq. (45) and taking the inner product with e-iHotgM' 
the lhs of Eq. (58) becomes, on using Eqs. (3) and (3'), 

s lti:..~oo [- 21Ti(gM' Fs.t (E o(G 1)E1 (G 2)VEo(G 1))gM) 

Now 

+ i(gM,Ftoo(As- t - Bs-t)gM) - i(gM,Fs.t(Bs-t))gM]· 

(58') 

(gM,Ftoo(A-t -Bs-t)gM) = ~i:..~ (gM,Ft.u(As- t -Bs-t)gM) 

= lim [(gM' Ftu(As -t)gM) - (gM,Ftu(Bs*-t)gM)*] u .... oo 

= ~i:..~(~ at(gM,Ftu(1 <p) (1/1i(S - t)1 )gM) 

- ~ ai(gM,Ftu(l<Pi ) <1/1i(t -S)I)gM)*} (59) 

Now gM = EO(~j(M ,Nj))gM' so that from Theorem 1 we 
know that gM belongs to the respective domains of 
Ft oo< I <p) (1/1i(S - t) I) and F tco< I <Pi) (1/1i(t - s) I). 
We also have, from Eqs. (29') and (54), 

I (gM' Ftu (I <p) (1/1;(s - t) I )gM) I .;:: Mil <Pill' II 1/1i (s - t)1I 
.;:: 41TM (60) 

and 

Moreover, 6';"=1 I ail < 00, so that we may take the limit 
under the summation sign, to obtain 
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- ~ a/gM,Ftu(l¢i) (lfJi(t -S)I)gM)*) 

00 

= ~ [a7(gw Ftoo( I ¢) (lfJi(s - t) I )gM) 
i=l 

- ai(gM,Ftoo(1 ¢) (1fJ;U - s)1 )gM)*]' 

where again we have the inequalities 

I (gM' Ftoo( I ¢i) (lfJi(s - t) I )gM) I e:; 41TM, 

I (gM,Ft oo( I ¢i) (lfJ/t - s) I )gM) I e:; 41TM. 

From Eq. (29), we have 

l(gM,Ftoo(l¢i) (lfJi(s -t)l)gM)1 e:; 41TMl/2 

(61) 

x(Jtoo 
IC(k)12dk)1/2, 

where from Eq. (17') it may be verified that C(k) 
depends on ¢i' but not on s or t. 

Hence 

Similarly 

We may again take the limit under the integral sign, 
so that 

lim (gM,Ftoo(As- t - Bs-t)gM) 
s ,t--+-oo 

= s~}~(~ ai(gM,Ftoo(I¢) (lfJi(s -t)l)gM) 

- ~ ai(gM,Ftoo(1 ¢i) (lfJ/t - s)1 )gM)*) = o. (62) 

Similarly, 

lim (gM,Fst(Bs-t)gM) = 0; 
s,t-H)O 

(62') 

and, by noting thatgM = Eo(Li(M,Ni))gM and using the 
representation (50'), we also have 

so that the limit in (58') vanishes, and we have shown 
that Eq. (58) holds in the limit as s, t --. 00. The proof 
that Eq. (58) holds in the limit as s, t --. - 00 is very 
similar, except that we use Eq. (48) to substitute 
Ft ,-oo(A,;-t - Bs- t) for Ftoo(A s- t - Bs- t) in (58'). 

This completes the proof of Lemma 1. 

Corollary to Lemma 1: Suppose that E l .(G 2 )VEo 
(G l ) is of trace class, and letg belong to Ma.c.(HO)' 
Then 

Proof: The arguments used to derive the Corol­
lary to Theorem 1 show also that if hE Ma.c.(Ho), 
then 

s-lim Eo(r(M))h = h, 
M->oo 

where r(M) = {k; ly(k)1 e:; M}, 

and that, for each value of i, 

s-lim EO(Si(Ni) n 5i(NJ)h = h. 
Ni-+oo 

Now let E be any positive number. 

Define inductively g(i), i = 1,2,3, .. " by 

g(l) = E O(Sl(N1) n 51 (N1))g, 

g(i+l) = E O(Si+1 (Ni+1) n 5i +1 (Ni+ 1))g(i), 

and choose successively the positive numbers N l' 
N 2' ... such that 

Ilg (1) - gil < E/2, 

Ilg(i+1) _g(i)11 < E/2 i +1, i = 1,2,3,···. 

Then 

IIEo (~[Si(Ni) n 5i(NilJ)g - gil 

= Iis-limg(i)-gil < E ~ _1_= E. 
i->oo 0 2,+1 

If we now choose M such that 

IIEO(r(M))EO(~[Si(Ni) n 5i(Ni)]) 

x g- Eo (~[Si(Ni) n 5i(NilJ) gil < E, 

we have, from Eqs. (56') and (57), 

IlgM -gil < 2E; 

Le.,given any E > 0, we can choose M and {NJ such 
that IlgM - gil < 2E. 

We then choose No> 0 such that 

I (Eo(G1)e-iHotgM' 

E1(G2)[eiH(S-t)e-iHo(S-t) -1]Eo(G1)e-iHotgM)I< E, 

provided that s,t > No (or alternatively s,t < -No)' 

Noting that IleiH(S-t) e-iHo(S-t) - 111 e:; 2 it is a simple 
exercise, using the Schwarz inequality, to show that if 
s, t > No' then 

I (Eo(G1)e-iHotg, El (G
2

)[ eiH(s-t) e-iHo(s-t) - 1] 

x EO(G1)e-iHotg) I < E (1 + 81Igl!). (64) 

Since E is arbitrary, we have verified Eq. (63), and 
this completes the proof of the corollary. 

We are now ready to state the main theorem of the 
paper. We adopt the notation that if G is a subset of 
the real line, then G denotes the complement of G, so 
that, for example, Eo(G) = 1 - Eo(G). 

Theorem 3: Let g be any element belonging to 
Ma.c.(H o)' Suppose that,for any E > 0 there exists a 
positive number n and bounded measurable subsets 
G l' G 2 of the real line (n, G l' G 2 depending on E) such 
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that 

(i) E I (G 2)VEO(G I ) is of trace class, 

(ii) IIEo(GI)gll < f, 

(iii) IIEI (G2)e-iHotgll < f for all t> n. 

Then g belongs to the domain of the wave operator 
fLo [If (iii) holds for all t < - n, then g belongs to the 
domain of Q+.] 

Proof: Given any f > 0, choose n, GlI G2 such that 
(i), (ii), (iii) are satisfied. Then 

IIEO(GI)e-iHotg - e-iHotgll = Ile-iHotEo(Gl)gll < f (65) 

and 
IIEI(G2)Eo(Gl)e-iHotg _ e-iHotgll 

= 11(1 - E I (G2» (1 - Eo(GI»e-iHotg _ e-iHotgll 

,,; 21IEo(Gl)e-iHotgll + IIEI (G2)e-iHotgll < 3f. (66) 

But, from Eq. (63), we may choose s, t, sufficiently 
large that 

I (Eo(Gl)e-iHotg, El (G
2

)[e iH (S-t) e-iHo(s-t) - 1] 

x EO(Gl)e-iHotg) I < f, 

and we may deduce that 

I (e-iHotg, [eiH(S-t)e-iHo(S-t) _1]e- iHotg)1 < f(1 + 81Igll). 
(67) 

Since f is arbitrary, it follows that 

lim (e -iHotg, [eiH(S-t) e -iHo (s-t) _ l]e -iHotg) = O. (68) 
S ,t..,.oO 

Now in Ref. 9 we proved the elementary identity 

II (eiHSe-iHoS _ eiHte-iHot)gI12 

= _ 2Re{(e- iHotg, [eiH(S-t)e-iHo(S-t) _ 1]e- iHotg)}, 

(69) 
so that we now have 

1· II iHs -iHoS iHt -iHot II 0 1m e e g - e e g = . 
5, t-+oo 

(70) 

By the completeness of the Hilbert space, it follows 

that s-limt~oo eiHte-iHotg exists, so thatg belongs to 
the domain of Q_ . 

This completes the proof of Theorem 3. 

Corollary 1: In this statement of Theorem 3, con­
dition (iii) may be replaced by 

(iii'): IIEI(G2)Eo(GI)e-iHotgll < E for all t > n. 

Proof: If 

IIEo(G1)gll < f' /2 and IIEI (G2)Eo(Gl)e-iHotgll < E' /2, 

then 

IIEl (G 2)e- iHotgll "" II El (G2)Eo(Gl)e-iHotgll 

+ II El(G2)Eo(Gl)e-iHotgll < E'/2 + E'/2 = E'. (71) 

Hence if n, G l' G 2 may be chosen, for each E, so that 
(i), (ii), (iii') are satisfied, then we can also satisfy 
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(i), (ii), (iii) for each f and the conclusion of Theorem 
3 remains valid. 

Corollary 2: Suppose that, for every bounded 
measurable set G, El (G)VEo(G) is of trace class. 
Then a necessary and sufficient condition for an ele­
ment g belonging to Ma.c.(H 0) to belong to the domain 
of Q_ is that: Given any f > 0 there exists a positive 
number n and a bounded measurable set G such that 

Proof: That this condition is suJficienl follows 
from Theorem 3. Conversely, suppose g belongs to 
the domain of Q_. Then 

lim IIEI (G)e-iHotgll = lim IIEl(G)eiHte-iHotgll 
t...."oo [-+00 

= II El (G)Q_gll. 

Take G to be the interval (-a, a), and take a suffi­
Ciently large so that IIEI (G)Q_d < f/2. 

Then n may be found such that II El (G)e-iHotgll < f for 
all t > n, and this completes the proof of Corollary 2. 

CONCLUSION 

A number of special cases of Theorem 3 are impor­
tant in practice. Three examples are as follows: 

(i) Suppose E 1(G)VEo(G) is of trace class. Then the 
element g = Eo(G)f, where f E Mac (Ho)' belongs to 
the domain of Q_ if and only if 

- -iH t 
s-lim E (G)e 0 g = O. 
t~oo 1 

(ii}yuppose EI(G)VEo(G) is of trace class and that 
EI(G)Eo(G) is compact. Then every elementg of the 
formg = Eo(G)f, wheref E Ma.c.(Ho)' belongs to the 
domain of Q ± • 

(iii) Suppose E 1(G)VEo(G) is of trace class for every 
bounded measurable subset G of the real line and 
that, for every element f in the domain of H 0' 

IIHfl1 < allHofl1 + bllfll, for some constantsa,b. 

In that case, (H + i)(H 0 + i)-1 is bounded, and, setting 
g = (Ho + i)f, we have 

IIEI (G2)e- iHo YIl 
= IIE1(G2)(H + ifl[(H + i)(Ho + ifl]e-iHotgll 

,,; constIIE1(G2)(H + if1 11·lIgli. 

Taking G2 to be the interval (-0:, +0:), we have 

IIE l (G2 )(H + i)-III"" (1 + 0: 2 )-1/2. 

Henee 

lim IIEI (G2 )e-
iHoYIl = 0, 

a~OO 

and we may verify that the conditions of Theorem 3 
are satisfied for f to belong to the domain of Q ±' 

Since the domain of H 0 is dense, it follows that in this 
case Q ± is defined on the entire Hilbert space. 

The applications of the results of this paper to par­
ticular scattering systems will be considered in a 
subsequent paper. 
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Levinson's theorem is deduced from a general property of singular integral equations in the case in which both 
the unperturbed and the total Hamiltonian have a finite number of discrete eigenvalues. We also discuss the 
conditions of validity of the theorem. 

1. INTRODUCTION 

Dyson, Fairlie and Polkinghorne, and Lee and Klein! 
have studied the scattering problem for a system 
whose unperturbed Hamiltonian H 0 has discrete eigen­
values. 

The purpose of these authors was to clairfy the physi­
cal meaning of the redundant solutions of Low's scat­
tering equation. 2 They analyzed a variety of models 
in which the scattering amplitudes satisfy the same 
Low equation and can be calculated directly by solv­
ing the SchrMinger equation. They could show that 
every CDD solution3 of the Low equation is the phy­
Sically correct scattering amplitude for a particular 
model and that there is a one-to-one correspondence 
between the discrete eigenvalue s of H 0 and the CDD 
poles. 

Discussing the solutions of the Low equation, Haag4 
showed that the Levinson theorem should be written, 
in the nonrelativistics case, in the form 

[0(0) - o (OO)]/1T = n - N, 

where n is the number of bound states of the system 
and N the number of CDD poles. 

In the particular case of the models discussed by 
Dyson et aI, Haag's result can be rewritten in the 
following way: 

[0(0) - O(ce)]/1T = n - no, 

where n and no are the numbers of the discrete 
eigenvalues of the total Hamiltonian and of the un­
perturbed HamiltOnian, respectively. 

(2) 

More recently, by using the channel inelastic N/ D 
equation, a generalized form of the Levinson theorem 
has been proved for analytic scattering amplitudes. 5 

This generalized form can be written in the same 
way as formula (1) where n is the total number of 
bound states and ghosts. 

Our purpose is to discuss the validity of the extension 
of the Levinson theorem given in formula (2) for the 
case in which both the unperturbed Hamiltonian H 0 

and the total Hamiltonian H = H 0 + V have a finite 
number of discrete eigenvalues. 

For the sake of simplicity we shall start treating the 
elastic scattering of two spinless particles in a single 
partial wave. However the extension to the scattering 

in any finite number of two-body channels can be 
given in a completely analogous way. 

We shall assume the spectra of both Hand H 0 to be 
orthonormal and complete. Then we shall deduce the 
Levinson theorem directly from the orthogonality 
condition of the continuous and discrete eigenvectors 
of H.6 This condition, in the representation in which 
Ho is diagonal, is a singular integral equation (s.i.e.), 
which has as many independent solutions as the dis­
crete eigenvectors of H. The Levinson theorem fol­
lows directly from classical results of the theory of 
s.Le. 

Our approach to the problem will be completely for­
mal at the beginning. But before using the theory of 
s.Le. we shall assume some appropriate mathematical 
conditions on the reaction matrix. Those conditions 
will also guarantee the validity of the previous deduc­
tions. 7 ,8 

In Sec. 2 we shall give a brief description of the for­
malism, and then we shall deduce the singular integral 
equation. Its independent solutions will be counted in 
Sec.3. 

In Sec. 4 we shall prove the Levinson theorem, and we 
shall state the assumed mathematical properties of 
the reaction matrix. The corresponding conditions 
for the potential are given in Sec. 5 together with the 
extension of our treatment to multichannel scattering. 

2. DEDUCTION OF THE SINGULAR INTEGRAL 
EQUATION 

We denote the discrete eigenvectors and the corres­
ponding eigenvalues of H 0 by I <Pi) and E i (0), respec­
tively (i = 1, ... ,no), and the continuous eigenvectors 
of H 0 by I <p(E) for 0 ::s E < ce. In an analogous way 
we denote the discrete eigenvectQrs and eigenvalues 
of H by Ilj;) and E i(i = 1, ... , n). The kets llj;t(E) 
for 0 ::s E < ex' are the continuous eigenvectors of H 
and are normalized as incoming waves. 

Expanding llj;t(E) in terms of the complete set of the 
eigenstates of H 0' we obtain 

no 

1lj;+(E) = r dE'lj;(E', E) I <p(E') +iR lj;i(E) I <Pi)' (3) 

where lj;i(E) are square integrable functions, and 
lj;(E',E) = (cp(E')Ilj;t(E) is connected to the matrix 
element R(E'; E) of the reaction operator by the re­
lation9 
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Levinson's theorem is deduced from a general property of singular integral equations in the case in which both 
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1. INTRODUCTION 

Dyson, Fairlie and Polkinghorne, and Lee and Klein! 
have studied the scattering problem for a system 
whose unperturbed Hamiltonian H 0 has discrete eigen­
values. 

The purpose of these authors was to clairfy the physi­
cal meaning of the redundant solutions of Low's scat­
tering equation. 2 They analyzed a variety of models 
in which the scattering amplitudes satisfy the same 
Low equation and can be calculated directly by solv­
ing the SchrMinger equation. They could show that 
every CDD solution3 of the Low equation is the phy­
Sically correct scattering amplitude for a particular 
model and that there is a one-to-one correspondence 
between the discrete eigenvalue s of H 0 and the CDD 
poles. 

Discussing the solutions of the Low equation, Haag4 
showed that the Levinson theorem should be written, 
in the nonrelativistics case, in the form 

[0(0) - o (OO)]/1T = n - N, 

where n is the number of bound states of the system 
and N the number of CDD poles. 

In the particular case of the models discussed by 
Dyson et aI, Haag's result can be rewritten in the 
following way: 

[0(0) - O(ce)]/1T = n - no, 

where n and no are the numbers of the discrete 
eigenvalues of the total Hamiltonian and of the un­
perturbed HamiltOnian, respectively. 

(2) 

More recently, by using the channel inelastic N/ D 
equation, a generalized form of the Levinson theorem 
has been proved for analytic scattering amplitudes. 5 

This generalized form can be written in the same 
way as formula (1) where n is the total number of 
bound states and ghosts. 

Our purpose is to discuss the validity of the extension 
of the Levinson theorem given in formula (2) for the 
case in which both the unperturbed Hamiltonian H 0 

and the total Hamiltonian H = H 0 + V have a finite 
number of discrete eigenvalues. 

For the sake of simplicity we shall start treating the 
elastic scattering of two spinless particles in a single 
partial wave. However the extension to the scattering 

in any finite number of two-body channels can be 
given in a completely analogous way. 

We shall assume the spectra of both Hand H 0 to be 
orthonormal and complete. Then we shall deduce the 
Levinson theorem directly from the orthogonality 
condition of the continuous and discrete eigenvectors 
of H.6 This condition, in the representation in which 
Ho is diagonal, is a singular integral equation (s.i.e.), 
which has as many independent solutions as the dis­
crete eigenvectors of H. The Levinson theorem fol­
lows directly from classical results of the theory of 
s.Le. 

Our approach to the problem will be completely for­
mal at the beginning. But before using the theory of 
s.Le. we shall assume some appropriate mathematical 
conditions on the reaction matrix. Those conditions 
will also guarantee the validity of the previous deduc­
tions. 7 ,8 

In Sec. 2 we shall give a brief description of the for­
malism, and then we shall deduce the singular integral 
equation. Its independent solutions will be counted in 
Sec.3. 

In Sec. 4 we shall prove the Levinson theorem, and we 
shall state the assumed mathematical properties of 
the reaction matrix. The corresponding conditions 
for the potential are given in Sec. 5 together with the 
extension of our treatment to multichannel scattering. 

2. DEDUCTION OF THE SINGULAR INTEGRAL 
EQUATION 

We denote the discrete eigenvectors and the corres­
ponding eigenvalues of H 0 by I <Pi) and E i (0), respec­
tively (i = 1, ... ,no), and the continuous eigenvectors 
of H 0 by I <p(E) for 0 ::s E < ce. In an analogous way 
we denote the discrete eigenvectQrs and eigenvalues 
of H by Ilj;) and E i(i = 1, ... , n). The kets llj;t(E) 
for 0 ::s E < ex' are the continuous eigenvectors of H 
and are normalized as incoming waves. 

Expanding llj;t(E) in terms of the complete set of the 
eigenstates of H 0' we obtain 

no 

1lj;+(E) = r dE'lj;(E', E) I <p(E') +iR lj;i(E) I <Pi)' (3) 

where lj;i(E) are square integrable functions, and 
lj;(E',E) = (cp(E')Ilj;t(E) is connected to the matrix 
element R(E'; E) of the reaction operator by the re­
lation9 
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(cp(E) 11I/(E'» = 15 (E - E') + [R(E, E')/(E' - E + if)]. 
(4) 

In the case where H 0 has only a continuous spectrum, 
the diagonal matrix elements R(E; E) are connected 
with the phase shifts by the relation 

R(E,E) =- [e i6 (E)sinl5(E»)/11 (5) 

following from unitarity of the scattering matrix. Our 
case is more general since H 0 has some discrete 
eigenvalues and the discrete eigenvalues, both of H 
and H 0' can be embedded in the continuum, as a result 
the scattering matrix can no more be defined in the 
usual way, namely, 

S = lim lim e iH 0 1 e- iH (t -I')e -iHol'. 
t ~ + 00 tf----,-oo 

(6) 

However, if the matrix elements R(E, E') are bounded 
and Holder-continuous functions in the two variables 
E and E', we may define a unitary scattering operator 
on the continuous subspace of H 0 in a way analogous to 
(6). The matrix elements of this scattering operator 
are given by 

I5(E - E')e 2i6 (E) = (cp(E)1 Slcp(E'» 

= I5(E - E')[l- 211iR(E, E)]. (7) 

From the last relation, formula (5) follows again. 

We see now how to count the discrete independent 
eigenvectors of H. Let us call discrete subspace of 
H the subspace spanned by its discrete eigenvectors. 

Using the orthogonality and the completeness of the 
spectrum of H we have that the necessary and suffi­
cient condition for a vector I t/I) to belong to the dis­
crete subspace of H is 

(8) 

for any O:s E < 00. 

Now we expand the vector I t/I) in the complete set of 
the eigenvectors of H 0: 

no 

It/I) = J: dE'p(E')lcp(E'» + ~ xilcpi)' (9) 
i~ 1 

where p(E) is a square integrable function. From (3) 
and (9), Eq. (8) can be rewritten in the form 

no 

f' t/I*(E',E)p(E')dE' = - ~ xit/l'i(E). (10) 
o i= 1 

Then, from (4), we get 
no 

00 R*(E', E) p(E) - ( - p(E')dE' = ~ X ilV'i(E). 
~o E - E' + iT/ id 

(11) 

Equations (11) and (10) are inhomogeneous s.Le. The 
term at the right-hand side depends on no independent 
parameters [namely x(j = 1, ... ,no)]' and the number 
of nontrivial independ~nt solutions is n. Here we call 
trivial solutions those for which the functions p(E) and 
the parameters x i vanish simultaneously. 

3. DISCUSSION OF THE EQUATION 

The nontrivial solutions of Eq. (10) can be classified 
into three classes: 
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(I) Solutions for which p(E) '" 0 and some Xi do 
not vanish. 

(II) Solutions for which p(E) "" 0 and all the x. 
vanish. ' 

(III) Solutions for which p(E) is not identically 
zero and some Xi"" O. 

We consider separately the number of the linearly 
independent solutions belonging to the three above 
mentioned classes. The sum of these three numbers 
is equal to the number "n" of the independent discrete 
eigenstates of H. 

Let us consider the solutions of Eq. (10) belonging to 
the class I; such solutions exist if some nontrivial 
linear combination of the quantities t/I* (E) vanish iden­
tically [this happens in particular if s~me one of the 
t/I'i(E) is identically zero]. 

If the largest number of the t/I~(E) which are linearly 
independent is h :s no; then the~e are no - h nontrivial 
independent linear relations among the t/I'i(E): 

no 

L:. fi(l)t/I;(E) '" 0, l =: 1, ... ,no - h; (12) 
i~ 1 

the coefficients of each linear combination (12) pro­
vide a solution of the Eq. (10) belonging to class I. 

The number of the independent solutions of class II is 
the same as that of the independent solutions of the 
homogeneous equation 

(00 t/I*(E' E)p(E')dE' = O. 
. 0 ' 

(13) 

Let us indicate it by a 

We must now find the number of the independent solu­
tions belonging to class III. In this case the right-hand 
side of Eq. (10) does not vanish. Then Eq. (10) is in­
homogeneous and has solutions if and only if the term 
at the right-hand side is orthogonal to all the solutions 
of the corresponding adjoint homogeneous equation. 
This is a well-known property of the integral equations. 

The homogeneous equation adjoint to (10) is 

JOO t/I(E, E ')T/(E ')dE' = O. 
o 

(14) 

Let us suppose that Eq. (14) has" b" linearly indepen­
dent solutions; we indicate them by T/i(E)(i = 1, ... , b). 
Then Eq. (10) has solutions if and only if all the follow­
ing orthogonality conditions are satisfied: 

no 

~ Xi JOO t/I'i(ElTJJ(E)dE = 0, j = 1, ... , h. (15) 
i'1 0 

The number of the linearly independent solutions of 
Eq. (10) belonging to class III coincides with that of 
the nonvanishing linearly independent combinations of 
the t/I;(E) satisfying condition (15). 

Let T/(E) be a linear combination of the function T/;(E); 
we define the vector 

JOO T/(E) I t/lt(E»dE = IdJ), 
o 

(16) 

and we have 

(17) 
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Using the completeness of spectrum of H 0' we obtain 

From (16), (14), and (3) we have 

<¢ (E) I ¢) = [''' dE' (¢ (E)I tJ} (E ?)1)(E ') 
<0 

= /' tJ;(E, E')1)(E')dE ' =0. (19) 
<0 

Then, by taking into account (18) and (19), Eq. (17) 
becomes 

Now, by (3) and (16), we have 

<¢i I¢) = 1; 1)(E)tJ;i(E)dE (21) 

and, by (20) and (21), 

~ no 00 J I 1)(E) I 2dE = ~ I fo 1)(E)tJ;i(E)dE I 2. (22) 
o i=1 

This shows that a linear combination of the 1)i(E) is 
orthogonal to all tJ;;(E), if and only if it vanishes iden­
tically. 

If we now denote by ~ the linear subspace spanned by 
the functions tJ;; and by mIT' it orthogonal complement, 
then any 1) i can be written as 

1) i = ~ i + ~ i where ~ i E: mI and ~ i E: mIT' 

The ~ i are linearly independent. Indeed, if a nontrivial 
linear combination of the ~ i is orthogonal to all the 
tJ;i (and therefore equal to zero), the corresponding 
linear combination of the 1) i is orthogonal to ~, thus 
by formula (22), it vanishes too. Hence the linear 
manifold ~ contains "b" linear independent vectors 
and its dimension "h" cannot be smaller than "b." In 
the case where h > b there are h - b vectors belong­
ing to mI which are orthogonal to the ~ i and to the 1) i' 

Consequently there are h - b linear combinations of 
the tJ;; which are orthogonal to all the 1) i' Thus we 
have h - b particular solutions of Eq. (10) belonging to 
class III. These solutions are independent of each 
other and of those belonging to classes I and II. 

Now we can conclude that the vectors belonging to the 
discrete subspace of H are no - h belonging to class I; 
a belonging to class II and h - b belonging to class 
Ill. Then we have 

n - no = - h + a + h - b = a-b. (23) 

Thus the difference between the number of the dis­
crete eigenvectors of H and that of the discrete eigen­
vectors of H 0 is equal to the difference X = a - b be­
tween the number of the independent solutions of the 
homogeneous equations (13) and (14). These equa­
tions, can be put in the form 

p(E) __ (00 R*(E'. E)< p(E')dE' = 0 
)0 E - E' + Z~ , 

(13 /) 

[
00 R(E E') 

1)(E) + E E~ + < 1)(E ' )dE ' = O. 
<0 - ZE 

(14/) 

The number X is given by the theory of the singular 
integral equations as we shall see in Sec. 4. 

4. DEDUCTION OF THE THEOREM 

In this section we prove that the relation (23) is 
equivalent to the Levinson theorem [formula (2)]. This 
follows directly by applying the theory of the s.Le. to 
Eqs. (13 /) and (14/). However this needs some 
slight extension of the known theory, in which the inte­
gration path consists of a finite number of smooth 
contours and the considered solutions are only those 
Holder-continuous.10 In our case the integration path 
is the real axis and the solutions of interest are 
square integrable functions. However, the theory can 
be extended following step by step the treatment of 
Ref. 10 and changing only some details.ll 

So as not to break the continuity of our treatment, we 
shall give only the general results of the extended 
theory and apply them to our case. 

Let us indicate by (R(0',(3) the class of functions of 
real variable j(t) which satisfy the Holder condition10 
with index (3 and vanish for large I t I faster than I t I-a; 
that is 

Ij(t) - f(t/) I :s Cit - t' I B, 

Ij(t) I :s C/(1 + I t I a), 

(24) 

(25) 

where O:s (3, 0' < 1. We say that a two-variable func­
tion k(t, t') belongs to the class (R2(0' , (3)[k(t, t') E: (R2 
(0',(3)], if it satisfies conditions (24) and (25) simul­
taneously in the two variables t and t'. 

The equation 

(Krn)(t) = rn(t) + ~ [+00 at ' k(t, t') < rn(t') = 0 (26) 
'Y. 'f 7fl <-00 t - t' + IE 'Y , 

if k(t, t') E: (R2(0',{3) and 1- 2k(t, t) "" 0 is an s.Le. The 
adjoint equation is 

(KtA)(t) = A(t) + ~ J+oo dt ' k*(t ' , t~ A(t/) = 0 (27) 
7ft -00 t - t' + IE • 

Let us also consider the s.Le. (of the dominant type)10 

(Kt f.l Xl) = ).l(t) + !! ... *(t; t) roo dt ' ).l(t/). = 0 (28) 
o 7f1 ... -00 t - t' + IE 

and the corresponding adjoint 

(K y)(t) = y(t) + 1, 1+ 00 dt ' k(t ', t'). y(t') = 0 
o 1ft -00 t - t' + tE • 

(29) 

The main results of the theory of the s.i.e. are 

(I) The difference between the number of linearly in­
dependent solutions of Eqs. (26) and (27) is equal to 
that between the number of solutions of (28) and (29). 

(II) This difference is equal to the index X of the op­
erator K: 

1 
X = 21fi{log[1 + 2k(cc, oc)]-l -log[1 + 2k( -00,- 00]-1}. 

The only difference among (13 /), (14/) and (26), (27) 
lies in the integration path. However, H k(t, t') = 0 

(30) 

for t or t' < 0, it is evident that Eqs. (26) and (27) have 
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nonzero solutions only on the positive real axis. In 
this case the index of Eq. (26) can be written in the 
form 

1 
X = 21Ti {log[1 + 2k(00, 00)]-1 - 10g[1 + 2k(0, 0)J-1}. (31) 

On the other hand, R(E,E') can be considered as a 
function defined on the whole real axis, vanishing if 
E or E' are negative. Thus Eqs. (13') and (14') can 
be extended to the entire axis. From these remarks 
it follows that the above theorems can be directly 
applied to Eqs. (13') and (14') if R(E, E') belongs to 
the class (R2(a,j3) and 1 21Ti R(E,E) ;c o. Now the 
last condition whenR(E,E') E (R2(a,{3) is implied by 
(5) [indeed, 1- 21Ti R(E,E) = e2i &(E) ;c 0). 

Therefore, we conclude that if R(E,E') E (R2(a,{3), the 
difference between the number of the discrete indepen­
dent eigenstates of H and H 0 is 

n - no = X = (1/21Ti){10g[1 + 21TiR*(oc, 00)] 

- 10g[1 + 21TiR*{O, o)]} 
= [6(0) - 6(00)]/1T. (32) 

which proves Eq. (2) 

We remark that the required conditions of continuity 
imply that R(E, E') must be Holder- continuous at the 
threshold. For this reason our treatment does not 
include the case in which the matrix R is a threshold 
Singularity. In the last case the usual form of Levin­
son's theorem is notoriously not true. 12 

5. FINAL REMARKS 

We have proved Levinson's theorem by assuming 
appropriate conditions of continuity on the matrix 
elements of the reaction operator R(E, E'). It may be 
interesting to connect these conditions to some pro­
perties of the potential. Namely, we may investigate 
under which conditions on the potential there exists 
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a reaction matrix with the desired properties. This 
problem is widely discussed in a book by Friedrichs7 

and in other papers therein quoted. 8 ,13 In particular, 
Rejt08 shows that if the potential belongs to the class 
ffi2(a, {3), then the reaction matrix exists and usually 
belongs to the same class. For the deduction of this 
result and for an analysis of the possible exceptions 
we refer to the literature. 

Finally we briefly consider how our treatment could 
be extended to the case of the scattering in any finite 
number N c of two body channels. In this case the 
eigenvectors of the unperturbed Hamiltonian Ho are 
labelled by a discrete channel index (i = 1, ... ,N c) 
besides the energy. So the matrix elements of the 
reaction operator R(E, E') [formulas (4) and (5)] are 
themselves matrices in a Nc-dimensional space, and 
the coefficients p(E) and xi of Eq. (10) are vectors in 
the same space. Equations (11), (13') and (14') become 
systems of Singular integral equations. Taking this 
into account, the proof of Levinson's theorem can be 
given in the same way as before. By applying the 
result of the theory of systems of s.i.e., the theorem 
becomes 

logdetlsij(oo)l} = n - no' 
(33) 

where 5 i}E) = 6ij - 21TiR ij (E, E) are the scattering 
matrix elements; i and j are channel labels. 

However, in this case of Ref. 11, the continuity condi­
tions on the matrix elements R are slightly more re­
strictive than those considered above. Indeed (24) and 
(25) are replaced by the Holder-continuity condition 
at infinity, 

I/{t) - 1(1') I :s C It - t'l aliI - it I alI - it'l a, 

where O:s a < 1, (34) 

and we consider functions R(E, E') for which (34) is 
simultaneously valid in the two variables. 
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By following the work of Biedenharn we have redefined the k-particles generalized exchange operators (g.e.o. 's) 
and studied their properties. By a straightforward but cumbersome calculation we have derived the expression, 
in terms of the 5U(n) Casimir operators, of the 2-,3-, or 4-particle g.e.o. acting on the A-particle states which 
span an irreducible representation of the grown 5U(n). A striking and interesting result is that the eigenvalues of 
each of these g.e.o.'s do not depend on the n in 5U(n) but only on the Young pattern associated with the irreducible 
representation considered. For a given g.e.o., the eigenvalues corresponding to two conjugate Young patterns are 
the same except for the sign which depends on the parity of the g.e.o. considered. Three appendices deal with 
some related problems and, more specifically, Appendix C contains a method of obtaining the eigenvalues of 
Gel'fand invariants in a new and simple way. 

I. INTRODUCTION 

The interest attributed by physicists to the Lie groups 
has been continuously growing since the pioneer 
works of Weyl,1.2 Wigner,3 and Racah.4In particular, 
unitary groups have been used successfully in various 
domains of physics, although the physical reasons for 
their introduction have not always been completely 
explained. The use of unitary groups in physical prob­
lems has in turn given rise to a lot of works devoted 
to the study of these groups considered as entities. 5 
In this paper, we shall use the group U(n) to define, to 
investigate the properties of, and to calculate the 
eigenvalues of the so-called generalized exchange 
operators (g.e.o.'s). This research opening was sug­
gested by Biedenharn,6 who defined a g.e.o. P:la2· .. 

a
k 

for k particles and relative to U(n) as an extension of 
the two-particle exchange operator. [Note added in 
proof: Dr. Klaus Lezuo (University of Mainz) had in­
dependently carried out research rather similar to 
that in this paper. I should like to thank Professor 
L. C. Biedenharn for his calling the Lezuo paper to 
my attention.] The two-particle exchange operator 
has proved to be very useful in nuclear physics (cf. 
the spin exchange operator or Bartlett forces,7 the 
space exchange operator or Majorana forces,8 and 
the charge exchange operator or Heisenberg poten­
tiaI 9 ). These two-particle exchange operators are a 
simple transcription of two-body forces. In a similar 
way, the k-particle g.e.o.'s (k> 2) derive from k­
body forces. For a long time, the existence of many­
body forces among nucleons has been postulated. 10 
Recently, some papersll have been devoted to three­
body forces in an attempt to define their importance 
relative to two-body forces and Harter,12 using a 
Young diagram, derived sum rules for k-body opera­
tor spectra. 

The material will be organized as follows. In Sec. 2, 
we study the properties of the g.e.o. p't2 "'ak defined 
in a somewhat different manner to the one of Bieden­
harn.6 In Sec. 3, we extend this definition to produce 
an operator PkA for A particles (A ;, k). Section 4 is 
devoted to the three particular cases p~, P~ and P~. 
By a direct derivation, we get p~, p~, and P~ as func­
tions of the invariant operators for SU(n). For each 
of the operators p~, P~, and P~, we then obtain the 
eigenvalues relative to an A-particle state which 
carries an irreducible representation of SU(n). Mak­
ing use of the Young diagram corresponding to the 
representation, we show that the eigenvalues of p~, 
p~, and P~ do not depend on n in SU(n). In Sec. 5, we 
write the g.e.o.'s in Weyl basis. As is well-known, 
the Weyl basis makes the study of U(n) easier. The 
study of our g.e.o.'s is Simplified with this basis. 
The Weyl basis, is, however, less convenient for phy-

sical problems such as the one suggested by Bieden­
harn13,14 and used in the first three parts of this 
paper. In particular, Biedenharn' s basis enables us to 
render apparent, through the weight operators Hi' 
quantities of physical interest, while Weyl' s basiS 
does not. 

Finally, three appendices deal with problems connect­
ed with the main body of the paper, although they are 
more or less self-contained. Appendix A discusses 
the algebra whose elements are the structure con­
stants and the coupling coefficients for U(n). Appen­
dix B is devoted with sums of type 

,,\,A X ('1.) X (a2 ) X (an) 
L.Jl 1 2 • • • n • 

'1. "'a2 '" ". "'an 

Last of all, Appendix C gives a general expression 
for the eigenvalues of Gel'fand's invariants,15 

For the purpose of unifying the notation, we follow the 
same definitions and notations as those used in a pre­
vious paper,16 with one exception: Summation of the 
generators XA (or xA ) always includes the number 
operator Ho (or k o)' As a consequence, the coupling 
coefficient [AB C] is now defined by 

(I. 1) 

In other words, we extend the metric for SU(n), to the 
one of U(n), by letting gAB = 0A B with gAO = O~. 

ll. DEFINITION AND SIGNIFICANCE OF THE SU(n) 
k-PARTICLE G.E.O. ACTING ON THE k­
PARTICLE STATES 

We shall define such an operator by the following 
formula: 

p~.a2· " . . ak = 2n lrl 6 [ABC' .. E) 
ABC "'E 

which differs from that of Biedenharn 6 by the norm 
and the coefficient [ABC . .. E). The interests of our 
definition will appear below. 

In Eq. (II. 1) al' a2 , ••• , ak stand for the k-particles, 
whereas XA,XB , ••• ,xE are the generators of the funda­
mental representation [1,0] of SU(n) and, finally, 
[ABC ... E] is the completely symmetric coefficient 
in all indices A, B, ... ,E obtained from the coefficient 
[AB - M][M ., . ] ..• [ •.. E]. More preCisely, [AB] (or 

gAB) and [ABC J, which correspond to k = 2 and k = 3, 
respectively, are completely symmetric by defini­
tion.17 For k ;, 4, the coefficient [ABC· .. E] can be 
defined via the following recurrency formula: 
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It should be emphazised that the summation in Eq. 
(II. 1) has to be extended over all the values of the 
indices AB ... E including the value 0 which corres­
ponds to the unit generator. 

Let us denote, for the particle ai' by ¢,;,(a) the mth 
state (1 <; m <; n) of the fundamental representation 
of SU(n). The generator xA (xA = hi or ea) acting on 
¢';' gives 

hi¢,;, = (2 n)-1/2)..£;)¢ ';' , ea(ij)¢';; = (2n)1/26jm¢~' 
(11.3) 

The index n is superfluous and we shall omit it in 
what follows. 

Let us now examine the significance of p~.a2'··· ,ak 
operating on a tensorial product of such one-particle 
functions. For k = 2, Eq. (II. 1) gives 

and by making use of Eq. (II. 3) we get 

p~la2¢ml(al)¢m2(a2) = ¢m 2 (a 1)¢ml (a 2), 

(II. 4) 

(II. 5) 

as is well-known; i.e.,P~la2 simply exchanges the 
particles a1 and az . 

For k = 3, first using the definition relation of the 
coupling coefficient [ABC], written here in the form 

[X5:3~X!(i]+ = [ABC]x~a3), (II. 6) 

and, secondly, by taking advantage of the useful rela­
tion 

6x(a3)x(al)¢ml(a ) =~ t e(a3)¢\a) (II. 7) 
A -A +A 1 2n i~l m l , 1 , 

where em, i is the n x n matrix consisting of unity in 
the (rn, i) position and zeros elsewhere, we should 
obtain 

P~l az<1:J¢ ml (a l)¢ mZ(a 2)¢ m3(a 3) 

= H¢m2(al)¢m3(a2)¢ml(a3) 

+ ¢m3(a1)¢ml(a 2)¢mZ(a 3)}· (II. 8) 

As a matter of fact, this operator induces on the 
three particles all the permutations which do not 
leave any of them unchanged. To be more precise, 
those permutations are, in cyclic notation, (123) and 
(132), i.e., form the 3-cycle class of the symmetric 
group S3' 

For k = 4, we shall use the following relation defini­
tion for the coupling coefficient: 

(II. 9) 

and with Eq. (II. 7) we thus get 

2: [AR - M][MCD] 
ABMeD 
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+ ¢ m2(a 1)¢ m4(a 2)¢ ml (a 3)¢ m3(a 4) 

+ ¢m3(a 1)¢ml(a 2)¢m4(a3)¢m2(a4) 

+ ¢ m2(a 1)¢ m3(a
Z

)¢ m4(a 3)¢ ml (a 4)}· (II. 10) 

Here we do not get all the permutations leading none 
of the particle unchanged, because the coefficient 
[AB - M] [MCD] is not completely symmetric in all 
indices. This point leads us to define our g.e.o. by 
introducing a coeffiCient [ABCD] completely sym­
metric in all indices. Thus, for P:l a2 a3 a4 we obtain 

p( a2<1:J
a4¢ ml(a 1)¢ m2(a 2)¢ m3(a 3)¢ m4(a4) 

= H¢m4(a 1)¢ml(a 2)¢m2(a 3)¢m3(a 4) 

+ ¢m2(a1)¢m4(a 2)¢ml(a3)¢m3(a 4) 

+ ¢m3(al)¢ml(a2)¢m4(a3)¢m2(a4) 

+ ¢m2(a1)¢m3(a 2)¢m4(a3)¢ml(a4) 

+ ¢m4 (al)¢m3(a2)¢ml(a3)¢m2(a4) 

+ ¢m3(al)¢m4(a2)¢m2(a3)¢ml(a4)}' (11.11) 

The Significance of the P: 1 a2 a 3
a

4 operator is now clear. 
It induces on the 4-particles the six permutations 
(1234), (1243), (1324), (1342), (1423), (1432) which be­
long to the 4-cycle class of S4' By an inductive pro­
cess, we might generalize the results obtained for 
k = 2,3, and 4. The Significance of a k-particle g.e.o. 
P:l a2 ." ak for SU(n) (n '" k) acting on a k-particle state 
function corresponds to the permutations on the k­
objects belonging to the class defined by the cycles 
of length k. 

m. g.e.o. AND A PARTICLES 

A. Definition of the SU(n) k-Particle g.e.o.Acting 
on the A-Particle States (A '" k) 

We shall define it through 

P A _ k! 
k -

A(A - 1) ... (A - k + 1) 
(III. 1) 

which is a generalization of Eq. (11.1). (One must 
verify, of course, that, for the particular case A = k, 
we have pkk = p:l"2,,·ak.) By expanding Eq. (m.1), we 
get 

pA _ 2nk- 1k! 
k - A(A - 1) ... (A - k + 1) 

It is clear that the quantity .0AB ". E [AB ... E] 

X~al)x~2) ... x~ak) is completely symmetric in indices 
aI' a 2, ... , ak. This provides interesting consequen-
ces as it will be seen in Appendix A. 

B. Eigenvalues of g.e.o. in the Particular Case 
Relative to a Maximum Weight State 

Let us suppose that the l1zth particle is in the state of 
higher weight denoted by ¢ -;. We thus have 
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By coupling such one-particle functions, we would 
get the A-particle functions lJ;A. The transcription of 
Eq. (III. 3) for lJ;A yields 

A 
lJ;A = n ¢1(a). 

az ~1 n Z 
(III. 4) 

By remembering that all the x's of Eq. (III. 2) com­
mute, we only have to consider that part of Pf: which 
contains products of type h/~\(az) ••• h;ak ) so that 

k-1 A 

p:lJ;A= 2n k! 61 6 
A(A -1) ... (A - k + 1) ~> ... >ak i,j,k ••• Z 

[ijk ... l]h/a1\(aZ) ••• h~ak) ~ ¢!(a z)' az-l 

We easily get 

'>' ["k l]' (i\ (j) ,(I) _ ! (k/2)-1 n-l ( ) 
Llo lJ '" "1 "1 '" "1 -
~_z n 

(III. 5) 

and finally 

(ill. 6) 

In other words, the eigenvalue of Pf: relative to a 
symmetric tensorial product of maximum weight is 
unity. This is an a pos teriori justification for the 
normalization coeffiCient introduced in Eq. (ill. 1). 

IV. EIGENVALUES OF P1,P1,AND P~ 

A. Expression of the g.e.o.P~, P1, and P~ in Terms 
of Invariants 

Before we undertake the explicit calculation of the 
eigenvalues for P~, P1, and p~, we mention two pre­
liminary remarks: 

(1) If in the definition of the invariant operators (cf. 
Refs. 13 and 16) we allow the summation to include 
the index zero, we thus define operators, denoted as 
[k' for the group U(n), which are expressible in terms 
of the invariant operators 1k of SU(n), and of the 
operators H 0 for U(l). In what follows, we use the 
three first operators: 

/2 =12 +Hg, 

13 = 13 + (3.ft/n)H 012 + (.ft/n)H8, (IV. 1) 

14 = 14 + (2/n2)1~ + (4.ft/n)H013 + (12/n2)Hg12 

+ (2/n2)H6' 

(2) From the fundamental representation of algebra 
spanned by one-particle generators, we may span a 
more general representation by defining polyparticle 
generators: 

A 

Xn = 6 xB(a 1 )· 
a

1 
~1 

(IV. 2) 

1. OPerator P~ 

The general definition of Pf: gives in that particular 
case 

After the utilization of Eq. (A9) from Appendix A, 
this formula reads 

A A A ) 
P A _ 2 n '>' ('>' '>' (~) (az) _ '>' x(al)x(~) 

2 - LI LI LI XB X- B LI B -B' 
A(A - 1) B a

1 
~1 az~1 a

1 
=1 

Introduction of the relation (III. 2) in P~ leads to 

P~ = {2n/A(A - 1)}{12 - (n/.J2)Ho} 
or 

P~ = {2n/A(A - 1)}{12 + Hg - (n/.ft) Ho}' (IV. 3) 

The eigenvalue of P~ then follows from that of 12 ,16 

and that of Ho (Le.,A/nY'2). In abbreviated form, we 
have 

P~ = {2n/A(A - 1)} (12 + A2/2n 2 - A/2), (IV. 4) 

a well-known result. 

2. Operator P1 

By following the same procedure as P~ [and using 
Eq. (A9)] we easily get 

pA _ 2n2 
3 - A(A - l)(A - 2) 

x (13 - 3 6 [ABC] t t S(X~al)X~~»)X~Z) 
ABC a1 ~1 az ~1 

+ n2 + 1 H ) 
n../2: 0' 

where S renders in all the indices A, B, and C sym­
metric. Owing to the symmetry of [ABC], we can 
write 

A A 
6 [ABC] 6 6 S(x~~)x~al»)X~a2) 

ABC ~ ~1 az~1 

A A 
= 6 [ABC] 6 6 X~~)x;1\~a2). 

ABC ~ ~l az=l 

Or by using Eq. (B1) of Appendix B, we have 

(IV. 5) 

so that P1 is expressible as a function of 13,12' and 
H o' The transcription of this result in terms of 13 , 

12 , and H 0' via (IV. 1), gives (in abbreviated form) 

pA - 2n
2 

\ 1 + 3 (A - .!)1 
3 - A(A _ l)(A _ 2) I 3 n2 2 2 

+ A3 _3A2 +n2 + 1 AI. (IV. 6) 
2n4 2n2 2n2 \ 

3. Operator p~ 

By following the same procedure as for P1, we have 
to calculate here quantities of type [ABCD]XAxBXCXD' 
The calculation of such quantitites is achieved by 
using the general formula 

6 [ABCD] [ABM] = t (2 + og + o£ + 2o~)[MCD], 
AB (IV. 7) 

which is derived from Eq. (B11) of Appendix B. In 
the detail, we thus get 
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[ABCD]x(al )X(al)X(a2)X(a3 ) _ !.[ABC] (al ) (a2) (a:) 
ABC D - 3 XA XB Xc 

+ (.J2/6n) (2h6a)X~a2\~ai + h6a2)X~al)X~ai 

+ h (a3 \(al )X(a2 » 
o A -A' 

[ABCD] X(al) X("J.)ia2 )ia2 ) 
ABC D 

= {(n2 + 2)/6n2}x("J.)X("2) + !.h ("J.)h (a2) 
A -A 2 0 0 ' 

[ABCD]X~al\1al)X~al>x~a2) = {(n2 + 3)/6n2}x~"J.)x~ai 

+th6al)h~a2). (IV. 8) 

We further have 

"[] 0 1 0 2 
L..J ABCD XAXBXCXD = 14 -1"2 12 + k HO 

ABCD ' 

~ [ABCD]X~al\~l)X~al\;al) = {(n2 + 5)/12n2} /a l ) . 

ABCD (IV. 9) 

Introducing Eqs. (IV. 8) and (IV. 9) in the expression 
for p~, we get 

pA _ 2n 3 

4 - A(A - 1)(A - 2)(A - 3) 

x (I _ 2/ + 7n 2 + 20 - 16A J 
4 3 4n 2 2 

+ 1 7A 2 _ (n 2 + 5) A \ 
8n 2 2n2 ') 

(IV. 10) 

or finally 

pA- 2n 3 (1 +~I~_2(n2-2A)1 
4 - A(A _ 1)(A _ 2)(A _ 3) 4 n2 n2 3 

7n 4 + 20n2 - 40n 2A + 24A2 
+ 12 

4n 4 

A4 - 6n 2A3 + (6n4 + 5n 2)A2 - (n 6 + 5n 4)A) + . 
2n 6 

(IV.Il) 
The same procedure might be extended to Pf with 
k ~ 5, leading then to cumbersome and fastidious 
calculations. 

B. Expression of the Eigenvalue of Each g.e.o. as a 
Function of the Young Pattern Characterizing the 
IR [f..L1f..L2 ••• f..Lp] 

In Eqs. (IV. 4), (IV. 6), and (IV .11) giving each g.e.o. 
as a function of the invariant operators for U(n), 
(n arbitrary, but fixed) the figure n appears explicitly. 
We shall see in what follows that the eigenvalue for 
each of our g.e.o. 's does not depend on the index n, 
but only on the higher weight of the considered 
irreducible representation. 

To make clear this point, it is sufficient to express 
the eigenvalues of p~, P~, and p~ in terms of the f..L' s 
relative to [f..Ll' f..L2' ••• ,f..LI'] = [f..L]. This is achieved by 
the following transformation: 

1 n (i) 
([f..L]IHil [f..L]) = (- ~ Al f..L1' (IV. 12) 

v 2n I ~1 

where, of course, 
n 

A= ~f..L/' (IV. 13) 
I ~1 

Thus, we get 
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P~I [f..L]) = {l/A(A - 1)}{f..Lr - 2lf..LI + A}I [f..L]) 

P11 [f..L]) = {l/A(A - 1)(A - 2)}{f..LY - 3lf..Lr + ~f..Lr 

+ 3l 2f..LI - 3lf..LI + 2A - ~A2}1 [f..L]) 

ptl [f..L]) = {1/A(A-l)(A - 2)(A - 3)}{f..L[ - 2(2l - 1)f..LY 

+ [6l([ - 1) - 4A + 7]f..Lr 

- 2(2[2 - 3l - 4A + 7)lf..Lz 

- 4A2 + 6A}1 [f..L]) • (IV. 14) 

In those equations the summations over l have to be as­
sumed; from a certain rank f..L z = 0, so that the sum 
over l has to be extended on all the l' s for which 
f..L z 7 O. 

C. Relation between the Eigenvalues Corresponding 
to the Associated IR's Pattern [f..L] and [~] 

As is well known, the Young pattern associated with a 
given pattern is obtained from the first one by ex­
changing its rows and columns, so that, given the 
Young pattern characterized by the partition 

The associated pattern corresponds to 

[~] = [~1'~2'" "~k]' 
where 

[il] = [l .. . l, l - 1 .. . l - 1, ... , k .. . k, ... , 1 ... 1]. 
-.---.- ------.~/ ---.- ---..-

IlZ Ill-I-Ill Ilk-Ilk+l 111-112 

Owing to the identity 
I Ilk 

~ ka~f = ~ ~ qa[k a - (k - 1)B], 
k k~l q =1 

it is a simple matter of calculation to get 

p~1 [Jll) = - p~1 [f..L]), 

P11 [~l) = P11 [f..Ll), 

Pt l [~]) = - ptl [f..L]). 

(IV. 15) 

(IV. 16) 

(IV .17) 

Consequently, the eigenvalues of p~, p~, and Pt rela­
tive to two associated Young patterns are in the ratios 
-1, + 1, and -1, respectively, so that the eigenvalues 
for p~ and Pt relative to a self-associated Young 
pattern are zero. As a check of Eq. (III. 6) we easily 
obtained 1 for the eigenvalues of P~, P~, and Pt rela­
tive to the eigenfunction characterized by [A, 0]. By 
applying Eq. (IV. 17) the eigenvalues of P~, p~, and p~ 
relative to [1 A], the associated partition of the preced­
ing one, are -1, + 1 and -1, respectively. 

V. GENERALIZED EXCHANGE OPERATORS 
EXPRESSED IN WEYL'S BASIS 

The above definition of the g.e.o. 's involves the 
group U(n) rather than the group SU(n). Further, the 
eigenvalue problem of those operators is more easily 
tractable when resolved via the use of Young diagram 
[f..L1' f..L2' ••. ,f..LzJ· Consequently, we shall rewrite the 
g.e.o. 's by using the n 2 Weyl generators Ei ·, which 
obey the commutation relation } 

(V. 1) 
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Let us denote by ei those operators in the fundamen­
tal representation.) (The so-called n x n matrix units, 
in which 1 appears in row i and column j , and 0 
appears elsewhere). The basis vectors of this repre­
sentation are the function ¢ m, and we have 

li/pm = 13 jm¢i. (V.2) 

In this basis, formula (11.1) reads 

pa.,a2 ·"ak = 1 L;n e(a1 ) (e(~) ••. e(ak ) • 
k (k _ 1)' .. 1. '1 '2 '2 '3 'k'1 S 

• '1"2 .... "k 
(V. 3) 

The parenthesis lower-indexed by S means that the 
inside quantity is fully symmetrical on all the per­
mutations of the symbols a2 , a 3 , ••• , ak • The develop-
ment of (e('1) e(a1) ... e(a~\ then contains (k - I)! 
terms. '2 3 '3 4 'k 1 

The significance of the P;1
a
2"'

a
k operating on a ten­

sorial product of one· particle function ¢ m is quite 
clear. Indeed, owing to Eq. (V. 2), we derive 

~ e(a~) e(a~) ..• e(ak-l) e(a/i) ¢ m1 (a )¢ m2(a ) ... A, mk( ) 
.' . '1 '2 '2'3 'k-1 'k 'k'1 1 2 't' ak 
'1 '2 .•. 'k 

= ¢mk(a
1

)¢m1(a
2

)¢m2(a
3
)'" ¢mk-1(ak). (V.4) 

By using the last equation and the symmetry on the 
indices a 1 ,a2 , ••• ,ak occurring in Eq.(V.3) we deduce 
that the effect of P:1

a
2,,·ak operating on a k-particle 

state function corresponds to the permutations on the 
k-objects belonging to the class defined by the cycle 
of length k. 

In a similar way, it is possible to rewrite P: as func­
tion of the eij • Formula (III. 2) gives 

pA _ k 
k - A(A - 1) ... (A - k + 1) 

or 
pA_ 1 

k - A(A - 1) ... (A - k + 1) 

Let us write 

A 

Eij = L; e~1). 
a., =1 

(V. 7) 

Equation (AS) of Appendix A, the relation commuta­
tion (V. 1) and the following relation, 

(V. S) 

specific to the fundamental representation, enables 
us to express Pf from the Gel 'fand invariants: 

n 

L; E.. E . .... E. .. 
1 '1 '2 '2'3 'k'1 

(V. 9) 
i

1
i

2
_ik 

The eigenvalue of Pf is then easily obtained from 
those of Gel 'fand invariants (cf. Appendix C). 
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APPENDIX A 

Let us consider the quantity xia.,)X~2) ••• x~an), where 
each variable Xi depends on the upper indices ai • We 

shall write (Xia.,)X~2) ••• x~an\ the polynomial obtained 
by adding the n! terms resulting from all the permu-
t t · th' d' 1 2 f (a.,) (a2) (an) a IOns on e ill Ices , , ... n 0 X 1 X 2 .•• xn • 

Let us suppose now that each ai can take A (A ~ n) 
distinct values. We then have the following identities: 

A a.,-1 

= L; L; 
a1 =n a2 =n-1 

= (AI) 

where Fa .a . stands for 1 -13 a .a. (13 a .a being the Kro-
, J ' J , J 

necker symbol). Fa .a . has two important properties, 
viz., ' ) 

(A2) 

Let us define: 

n 
F(n) = n1 (1 - 13 aa ). (A3) 

i<j , ) 

Clearly F (n) can be written as a determinant of order 
n. It is merely sufficient to multiply the jth column of 

o ----- 0 
ana., anan 

by 
n n (1 - 0 ) 

k -'l aka. -)+ ) 

and to use the properties (A2) to get 

F(n) = detl!oa.al l • , ) (A4) 

The development of the obtained determinant as 

(A5) 

[where P = (P~';2·::."pn) and X (P) denotes the parity of 
p] can be written in a somewhat more "condensed" 
form. 

For that purpose let us define 
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if a 1 = a2 = ... = ak = ak+1 

otherwise 

For each partition [A] = [Al' A2 , ••• ,An] of n, 

let us define the elements 

(with Ak '" 0 and Ak+l = 0). 

Due to the symmetry of the indices each element 
6}A] has the multiplicity 

(A 1 - I)! (A2 - I)! . .. (Ak - I)! . 

(A6) 

(A7) 

The parity X (P) being a class function we can write 
(A5) as: 

F(n) = 6 X(A)(A1 -1)!(A2 -I)! '" (A
k 

-1)!6[Al, (A8) 
[A].i t 

where the sum over [A] runs on all partitions of n 
and, for a given partition [AJ of n, the summation has 
to be extended to all i which give different 6iA

]. 

For the symmetric groups S2' S3' and S4' (A8) reads 

F(2)=1-6 
al <l:l' 

F(3) = 1- (6 al "2 + 6~1l:! + 6 a21l:!) + 26 aIa21l:!' 

F(4)=I-(6 +6 +6 
aI a2 ~Il:! aI a4 

(A9) 

The relation (A8) enables us to express (AI) with 
relations where all the summation indices run from 
1 to A. 

To close this appendix, we offer two expressions 
which are straightforward applications of the for­
mulas (AI) and (A8) 

(1) In Eq. (AI), let us put all the x~ai) equal to 1. We 
then easily get 

or 

1 (al )1 (a2 ) ••• 1 (an)F (n) = A(A -1) ... (A - n + 1) 

(AI0) 

A ~-l 

L; L; (All) 
a

1
=n a

2
=n-l 

where (:) is the binomial coefficient used in the nor­
malization of our g.e.o.'s. This decomposition of 
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(:) is interesting of itself: By an iterative process it 
enables us to compute any sum of the type 6~=1 x"', 
where 0' and q are positive integers. 

(2) The introduction of Eq. (A8) in Eq. (AID) yields 
the striking formula: 

= A(A - 1) ... (A -n + 1), (A12) 

where vI' v2 ' ••• , Iln denote a cycle structure of Sn 
(Le.,6 i iVi =n) and the summation on (v) has to be 
extended on all the cycle structure of Sn' In the 
machinery of the symmetric groups Sn' the terms 

n! 

are, respectively, the parity, the number of elements, 
and the number of disjoint cycles for the class 
(1 VI, 2v2, ••. ,nVn). 

APPENDIXB 

As is well known, the structure constants allow us to 
set up the adjoint representation. The purpose of this 
appendix is to construct an algebra from the struc­
ture constants and the coupling coefficients for U(n). 
This will provide us with useful relations between the 
elements of this algebra. 

It is a simple calculation to prove that 

6 (AAB)(BBA) = (1 - 6§6g)6AB, 
AB (B1) 
6 [AA B1 [BBA] = (1 + 6§ 6g)6AB. 
AB 

Let us now define the matrices a A and ffiA by the ele­
ments: 

I a)BC = - (AB C), 

IffiAIBC = [ABC1· 

We then have the symmetries 

laAI BC = -laAL c -B' 

IffiAIBC = IffiAI- c -B' 

(B2) 

(B3) 

from which it follows that a A and ffiA are linearly inde­
pendent. Further, the symmetry of the matrices a A 
and ffiA induces the useful following relation: 

a 1 0.2 a 1 a· 
TrMl M2 ... Mj-r ~ J 

r. j ",. 
i=l 1. U j Cl j _1 0.2 0.1 ( ) 

= (-1) Tr~ ~-l .,. M2 M 1 , B4 

where M;"'i stands for a A or ffiA' according to whether 
0' is 1 or 0, respectively. 

The introduction of these matrices in Eqs. (Bl) yields 

I aMa_MI A.- B = Tr c/'Ac/'B = (1 - 6~6g)6":l, 

I ffiMffi_MI A.- B = TrffiAffi B = (1 + 6~6g)6-,l. 
(B5) 

Let us go now to the algebra spanned by our matrices. 
By rewriting the Jacobi identity verified by the struc­
ture constants in terms of the a's, we get 
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(BB) 

From the remarkable identity 

we easily obtain 

Or, in terms of the ffi' s, 

(B7) 

Finally, explicating the remarkable identity 

we find, by rearranging the letters and using the sym­
metry property of coefficients, 

- [CBD] (EDA) + (EBD) [CDA] = - [DBA] (ECD), 

[BCD] (ADE) + [ACD] (BDE) = [ABD] (DCE). 

In matrix notation, these equations read 

[<iA' ffiB]_ = (ABC)ffic , 

ffiA<iB + ffiB<iA = [ABC]<ic . 

(B8) 

(B9) 

From these basic commutation relations, we are now 
in a position to derive some useful relations involv­
ing products of a higher number of matrices <iA and/ 
or ffiA. As a first example, by manipulating Eq. (B5) 
we get 

I ffiMffi_MffiAlcD + I ffiA ffiM ffi_M I CD 

= I ffiM ffi_ MIcE I ffi) ED + I ffiA I CE I ffiM ffi_ M I ED 

= (1 + 050g)0~ I ffiAIED + (1 + ogog )o~ I ffi)CE 

= (2 + 05 + og)lffi)CD' 

which after introduction of Eq. (B7) reads 

21 ffiMffiA ffi_ M I CD + (MEA) I ffiM <iE + <iM ffi E I CD 

= (2 + 05 + o£) I ffiA I CD' 

The second term of the lhs of this Eq. is easily shown 
to be 

(BID) 

[multiply (B8) by (ABD) and sum over A and B] , so 
that 

2IffiMffiAffi_MIBC = (1 + o~ + og + 08)lffiAI BC (Bll) 

can be rewritten as 

In a similar way, we would obtain 

2Tr<iA <iB<iC = (ABC), 

2 TrffiA ffiB<iC = (ABC), 

2TrffiA <iB<iC = (1 + o~ - oe - 08) [ABC]. 

(B12) 

(B13) 

(B14) 

(B15) 

As a second example, by multiplying both sides of 
(B7) by ffic and <iv and taking the trace, we get 

2Tr[ffiA' ffiB]_ffiC<iD = (AE - M)[MCD] (1 + 08 - og). 

The symmetry property (B4) yields 

4TrffiAffiBffiC<iD = (AE - M) [MCD] + [AB - M](MCD) 

+ (,12/n){(BCD)0~ + (ACD)oe + (AED)og 

- (ABC)o£}. (B1B) 

The same type of calculation would lead to 

4TrffiA ffiBffiCffiv = [AE - M] [MCD] + [AD - M] [MCB] 

- [AC - M] [MBD] + (2/n 2 ){0:lo·t + o-;P0cP + o:;{ojf} 

(,/2 /n){oMBCD] + oe[ACD] + og [ADB] + o£ [ACB]). 

APPENDIX C: EIGENVALUES OF THE GEL'FAND 
INVARIANTS FOR U (n) 

The determination of the eigenvalues of the Gel'fand 
invariants2 has given rise to several papers. We 
shall restrict ourselves to the paper by Popov and 
Perelomov18 and to the one by Louck and Bieden­
harn.19 (For more details see the references quoted 
in those two articles.) Those authors give a complete 
answer to this problem. The aim of this appendix is 
to give a Simpler derivation of these eigenvalues. 

Following Louck and Biedenharn, let us define from 
the generators of U(n), the vector operator V;j(q) thus: 

Vij(1) = Eij , 

(C1) 

which verify the commutation relations 

(C2) 

For a given representation, let I m) be the vector of 
highest weight. We then have 

Ei ; I m) = mini m) 

whereas 

Eijlm) = 0 with i <j. 

Let us now investigate the quantity 

n 

p = 6 fin)(i)Vii(q) 1m), 
;01 

(C3) 

(C4) 

(C5) 

where fin)(i) is a scalar function depending on i. By 
using Eqs. (C3) and (C4) and 

n 

Vii(q) = 6 Vij(q - l)E1;, 
J 01 

Eq. (C5) reads 

J. Math. Phys., Vol. 13, No. 10, October 1972 



                                                                                                                                    

1510 A. PAR TEN SKY 

= t fin)(i) 1 min Vi;(q -1) + t.l (0)) Vii(q - 1) 
,4 J>' 

-oiif})(q-l))~lm). (C6) 

We note that 
n n i-I 

I;1 fk!)(i)Oii f})(q -l)lm) = I; I; f~n)(j)Vii(q -1)lm) 
»i i=I)=1 

so that 

~ f~n)(i)Vii(q) I m) = ~ ~ (min - i + n + l)fin)(i) 

- ~ fin)(j) ~ Vii(q - 1) 1m), (C7) 

from which we get the recurrent relation 

i 

f (n)l(i) = (m. - i + n + 1) f(n)(i) - I; f(n)(j) (C8) 
q+ In q q 

)=1 

1 H. Weyl, The Theory of Groups and Quanlum Mechanics, transla­
ted by H. P. Robertson (Methuen, London,1931). 

2 H. Weyl, The Classical Groups (Princeton D.P., Princeton,N.J., 
1946). 

3 E. P. Wigner, Group Theory and lis Applicalion 10 Ihe Quantum 
Mechanics of Atomic Spectra, translated by J.J.Griffin (Acade­
mic, New York, 1959). 

4 G. Racah, Lectures notes, Institute for Advanced Study, Princeton, 
New Jersey, 1951 (unpublished). 

5 J. D. Louck, Amer. J. Phys. 38,3 (1970), and references quoted 
here. 

6 L. C. Biedenharn, in Leclures in Tileorelical Physics, Boulder, 
1962 (Interscience, New York,1963), Vol. 5. 

7 J.H. Bartlett, Jr., Phys.Rev.49,102 (1936). 
8 E. Majorana, Z. Phys. 82,137 (1933). 
9 W. Heisenberg, Z. Phys. 77,1 (1932). 
10 H. Primakoff and T. Holstein, Phys. Rev. 55, 218 (1938); 

ending by 

Let us now go to the Gel'fand invariant 

n 

lin) = I; Vi;(k). 
i=1 

(C9) 

It is then straightforward to see that its eigenvalue is 

n 

lin) = I; miJ£n)(i), (CI0) 
i=1 

where f1n)(i) is completely determined by Eqs. (C8) 
and (C9). By introducing the hook length 

Eq. (C8) reads 
i-I 

f~~)1 (i) = Pinf~n)(i) - I; f ~n)(j). 
j=1 

L.Janossy, Proc. Cambridge Phil. Soc. 35,616 (1939). 

(Cll) 

(CI2) 

11 R. K. Bhaduri, Y. Nogami, and C. K. Ross, Phys. Rev. C 2, 2082 
(1970); B. A. Loiseau, Y. Nogami, and C. K. Ross, Nucl. Phys. A165, 
601 (1971); B. H. J. McKellar and R. Rajaraman, Phys. Rev. C 3, 
1877 (1971); P. C. Y. Yip, Y. Nogami, and C. K. Ross, Nucl. Phys. 
A176, 505 (1971). 

12 W.G.Harter, Phys. Rev. A 3,1891 (1971). 
13 L. C. Biedenharn, J. Math. Phys. 4,436 (1963). 
14 G. E. Baird and L. C. Biedenharn, J. Math. Phys. 4,1449 (1963). 
151. M. Gel'fand, Mat. Sb. 26,103 (1950). 
16 A. Partensky, J. Math. Phys.13, 621 (1972). 
17 Cf. Ref. 16 and Appendix B. 
18 V. S. Popov and A. M. Perelomov, Yad. Fiz. 7, 460 (1968) [Sov. J. 

Nucl. Phys. 7,290 (1968)]. 
19 J. D. Louck and L. C. Biedenharn, J. Math. Phys.ll, 2368 (1970), 

see Appendix B. 
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A stochastic Eulerian-Lagrangian procedure is applied to steady-state sound propagation from a small, colli­
mated acoustic source to an omnidirectional point receiver imbedded in an infinite, continuous, statistically iso­
tropic medium. An analytic procedure is developed for obtaining the Lagrangian measure function B(x, ~ Is) 
from its characteristic function q,(k, I; I s) for stochastic-Fermat media. The results include a coefficient of in­
tensity variation V that evinces a frequency-dependent, phase-dominance region and a frequency-independent, 
amplitude-dominance region. The methods employed in this study are new to the problem of sound propagation 
through continuous stochastic media and avoid three common difficulties: (1) range limitations due to cumula­
tive phase effects, (2) discrete scattering assumptions, and (3) restriction to an Eulerian path. 

INTRODUCTION 

In a previous paper, 1 it was shown that, for very low 
turbulent Mach numbers u/ c and monochromatic 
transmissions, steady-state sound propagation in a 
turbulent fluid can be adequately represented by the 
stochastic Helmholtz equation 

where p is the pressure wave, ko is the free-space 
wavenumber, and J.L is the refractive index, if the 
acoustic wavelength A statisfies the condition 
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(1) 

(2) 

where Ag is the Taylor microscale for velocity fluc­
tuations, u is the rms turbulent velocity, c is the 
sound propagation velocity, and OK is the Prandtl num­
ber. For the purposes of this study, it will be assum­
ed that Eq. (1) is valid for steady-state sound propa­
gation through continuous, statistically isotropic 
media and that J.L describes the stochastic nature of 
the media. 

Assume that J.L is statistically homogeneous and has 
the mean value 
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through continuous stochastic media and avoid three common difficulties: (1) range limitations due to cumula­
tive phase effects, (2) discrete scattering assumptions, and (3) restriction to an Eulerian path. 

INTRODUCTION 

In a previous paper, 1 it was shown that, for very low 
turbulent Mach numbers u/ c and monochromatic 
transmissions, steady-state sound propagation in a 
turbulent fluid can be adequately represented by the 
stochastic Helmholtz equation 

where p is the pressure wave, ko is the free-space 
wavenumber, and J.L is the refractive index, if the 
acoustic wavelength A statisfies the condition 
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(1) 

(2) 

where Ag is the Taylor microscale for velocity fluc­
tuations, u is the rms turbulent velocity, c is the 
sound propagation velocity, and OK is the Prandtl num­
ber. For the purposes of this study, it will be assum­
ed that Eq. (1) is valid for steady-state sound propa­
gation through continuous, statistically isotropic 
media and that J.L describes the stochastic nature of 
the media. 

Assume that J.L is statistically homogeneous and has 
the mean value 
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(3 ) 

It is convenient to represent Il by 

Il == Il(X) == 1 + an(x) = 1 + an, (4) 

where an is the fluctuation of Il about its mean value 
and a is the rms fluctuation of Il, 

so that 

(n) == (n(x» == 0 
and 

(n 2) == (n 2 (x» = 1. 

(5) 

(6) 

(7) 

It is mathematically convenient and physically accu­
rate 2 - 8 to assume that 

a « 1; (8) 

Il (x) is then only weakly inhomogeneous. 

In Ref. 2, it was concluded that a two-variable expan­
sion is sufficient for representing sound propagation 
through a continuous, weakly inhomogeneous medium 
and that the Debye asymptotic expansion9 ,2,5 

(9) 

where 1/1 ,A,A(1), ... are real-valued functions of x 
and time t, is a proper two-variable expansion. Ap­
plying Eq. (9) to Eq. (1) and separating into real and 
imaginary parts yields, to order2 aaK:rif;/A'ik'O for a 
turbulent fluid, the eikonal equation, 

and the transport equation, 

where R
t 

is the turbulent Reynolds number 

Rt == UAg/V, 

(10) 

(11) 

(12) 

and v is the kinematic viscosity. Equation (10) will 
be assumed throughout this paper, although other ex­
tremum relations can also be treated in an exactly 
analogous fashion. 

By standard procedures, 5,9-11 Eq. (10) produces the 
Fermat relation 

d f. dX) 
Il.i=ds fdS' 

and 
1/1 [X(s, ~)] = 1/I(s) = 1/IW + I; ds'Il(S'), 

(13) 

(14) 

where s is the curvilinear path distance from the 
initial point ~ = X(O, ~) on the initial surface So to the 
terminal point X = X(s, O. Note that Il(S) and 1/I(s) are 
Lagrangian functionals since they must be integrated 
along the particular path X(s, ~), dictated by the par­
ticular Eulerian field Il(X) and the pertinent initial 
conditions, from ~ to X for each given S.12 Equations 
(10) and (11) render2 ,3,5,13,14 the Lagrangian rela­
tion for the sound-pressure wave after having tra­
versed a curvilinear distance s from ~ to X(s, ~) 
over the continuous field Il(X): 

P[X(s,~)]==A(s)eikO.p(S) (9') 

== po(~) exp (- ~ { ~~:) \7 21/1 + iko f: dS'Il(S'~ 
(15) 

== Po(~) exp [- ~ f; Il~::) G ~i).i + iko f: dS'Il(S'~ 
(16) 

( 
1 S ds' s' 

= PoW exp -"2 fo Il(S') fo ds"Il,ii(S") 

+ iko f; dS'Il(S'»), (17) 

where 

PoW = A(~)eiko.p(t) . (18) 

The occurrence of Eq. (13) implies that stochastic­
Fermat media are under consideration. 

In one dimension, Eq. (16) produces2 ,5 the coefficient 
of intensity fluctuation [see Eq. (84)] 

where Le is the Eulerian integral scale 

Le == lim J x dPl (1 - P I/X )Pe (PI) 
x-+OO 0 

and 
Pe(Pl) == (n(x')n(x"», 

PI == lx' - x" I. 

Equation (19) reduces to 

when the condition 

is imposed. 

(19) 

(20) 

(21a) 

(21b) 

(22) 

(23) 

In Ref. 2, it was implied that Mintzer 6 had reduced his 
stochastic Eulerian-Lagrangian sound propagation 
problem 15 to its Eulerian equivalent by considering 
the refractive index fluctuations along the source-to-

receiver line since Le equals 1000 

dPl N(Pl) of Sec. IV 

when the latter exists. In addition, it was demonstrat­
ed that there exists no ko -independent behavior for 
large ko in one dimension, although Bergmann, 1 6 
Mintzer,6 and Potter and Murphy 1 7 all indicate such 
behavior occurs in three dimensions. Therefore, 
this ko -independent behavior (if it does occur in an 
infinite, continuous, statistically isotropiC medium) is 
either a three-dimensional (Le., geometric) effect or 
is due to some mechanism other than turbulence 
(e.g., discrete impurities). This paper addresses it­
self to the former effect. 

In this paper, the stochastic Eulerian-Lagrangian 
approach of Ref. 15 is applied to the Lagrangian pres­
sure wave relation of Eq. (17) for steady-state sound 
propagation from a small, collimated acoustic source 
to an omnidirectional point receiver imbedded in an 
infinite, continuous, statistically isotropic, stochastic­
Fermat medium. An analytic procedure for obtaining 
the Lagrangian measure function 15 B(x, ~ Is) from its 
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characteristic function cp(k, E I s) is illustrated by con­
sidering a plane transducer face perpendicular to the 
x axis and located at the origin for a Cartesian co­
ordinate system. The initial path angles at every 
point E on this initial surface So are represented by 
eo(~), CPo(~)' Specifying the initial pressure amplitude 
PoW and path angles eo(~), CPo(E) for Eq. (17) permits 
the inclusion of beam patterns for the transducer; 
however, this study shall be restricted to the case of 
a uniform, collimated beam by choosing 

P(E) == Po, constant and real, 

eo(~) = eo == 11"/2, 

<PoW == CPo == 0, 

(24) 

(25a) 

(25b) 

so that the vector expressing the initial path orienta­
tion is given by 

[
dXj l = [dX dY dZ l 
lIS (O)J - ds (0), ds (0), ds (O~ 

== [1,0,0]. 

(26) 

(26'a) 

(26'b) 

It will become apparent in Sec. I that this choice of 
geometric orientation will greatly simplify the form 
and facilitate the intepretation of B(xj - ~j I s); this 
does not alter its physical content. The complex, in­
terwoven development of Sec. I is typical of the invol­
ved asymptotic Lagrangian evaluations 3, 5,18 that 
often result when the theory of Refs. 15, 18, and 5 is 
applied to real world sound propagation problems. 
The main preoccupation of Sec. II is the evaluation of 
(p(x» from p[X(s, E)] via Eq. (14) of Ref. 15. In the 
course of this evaluation, it is shown that a saddle­
point treatment (cf. Appendix D) of the resulting in­
tegral provides an adequate approximation of (p (x» 
for this type of problem. In Sec. III, < Ip{x) 12) is de­
termined by a similar, double saddle -point technique 
and Sec. IV develops a useful relation for the coef­
ficient of intensity fluctuation V for steady-state sound 
propagation through an infinite, continuous stochastic 
medium. A brief comparison of this result with the 
classical treatments of Bergmann16 and Mintzer 6 ,7 

is also presented. 

I. DETERMINATION OF THE LAGRANGIAN MEA-
SURE FUNCTION 

Once the physical problem has been clearly stated, 
the Lagrangian measure function B(x j - ~j I s) can be 
determined15 ,5 from its Lagrangian characteristic 
function cp(k, ~ I s) which, in Cartesian coordinates, is 
defined by 

cp(k, E Is) == E{eikPrtj)} (27) 

== E ~ exp ~ kj fos ds,~j (S'») ~ , (27') 

where 

dX. dX 
ds} (s) == ds} [X(s, E)], (28) 

(29) 
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Xl - ~1 == X - ~ == X(s, E) - ~ == Ir/ ds' fs(s'), 

(29a) 

X2 - ~2 = Y -7] == Y(s,~) -7] == f ds' dY (s'), (29b) 
o ds 

X3 - ~3 == Z - ~ == Z(s, E) - ~ == f ds' ddZ(s'). 
o s (29c) 

Here, k j == k 1 , k 2 , k3 are dummy variables, and only 

stochastic quantities, such as ]S ds' (dXj /ds)(s'), 
have pertinence in cp(k, E Is) sintte deterministic fac­
tors are canceled out in Eq. (40). Note that theXj(s,~) 
take on all their possible values in Eq. (27) and later, 
in Eq. (40), B(x j - ~i I s) picks the desired value for 
each. Therefore, the Lagrangian ensemble, rather 
than subensemble, expectation 18,5 must be applied in 
Eq. (27) since B(X j - ~i I s) must be permitted to treat 
all possible values of Xj(s,~) in order to be capable 
of determining the measure per unit s per unit ~ of 
the Lagrangian subensemble under consideration in 
Eq. (40) for each E, s, x. For analytical convenience, 
a plane transducer So at ~ == 0 and the initial orienta­
tion of Eq. (26b) will be chosen. 

Define the following quantities using Eq. (26b) and 
the stochastic-Fermat relation of Eq. (13): 

dX 
u 1 == udX(s, ~)] == ds (s) - m 1 (30a) 

==[il(O) _E~il(O)/] dX (0) + f ds' il,l(S') (31a) 
il(s) I il(s) \ ds 0 il(s) 

== [il(O) _ E\ il(O)(] + ]S ds' il,l (s') 
il( s ) ) il( s ) \ 0 il( s ) , 

dY 
u2 == u 2[X(s, E)] == ds (s) - m 2 

== [il(O) _ E \il(O)t] dY 0 + f ds' il,2(S') 
il( s) ) il( s) \ ds () 0 il( s) 

== f ds' il,2(S') 
o il(S)' 

dZ 
U 3 == u 3[X(s, m == ds (s) - n13 

== [il(O) _ E \ il(O) tJ dZ (0) + f ds' il,3(s') 
il(s) /il(S)\ ds 0 il(S) 

== ]S ds' il,3(s') 
o il( s) , 

where18 ,5 

il(S) == il(X(s, E)] 

11(0) == il[X(S == O,E)] == il(O, 

m 1 == Ei~ (S)~ 
== E \ il(0j( dX (0) 

/ il(S) \ ds 

== 1 - Ql2 f du(s - o)[R (0) - O(QI)] 
o 

(32a) 

(30b) 

(31b) 

(32b) 

(30c) 

(31c) 

(32c) 

(33) 

(33') 

(34a) 

(35a) 

(36a) 

R(o) = R(s', s") == E{n,j(s')n,j(s")}, 0== Is' - s" I, 
(37) 
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m2 = E{:[ (S)f 

=: 0, 

and m3 = E~ ~; (S)~ 
= O. 

(34b) 

(36b) 

(34c) 

(36c) 

Note that the geometric condition of Eq. (26b) gives 
m 2 = m 3 as expected for a randomly isotropic medi­
medium. However, the Lagrangian ensemble expectation 
E{(dX/ds)(s)} deviates from E{(dX/ds)(O)} as explain­
ed in Refs. 18 and 5. In the nonstochastic limit, i.e., 
a ~ 0, 

x = E{X(s, ~)} = fas dSIE~ ~; (S')~ = s, (38a) 

Y -1) = E{Y(s,~) -1)} = fas ds' E~ ~~ (Sl)~ = 0, (38b) 

Z - ~ = E{Z(s,~} -~} = fos ds' E\ ~; (s') \ = 0, (38c) 

as required in a uniform medium where Jl(x) = 1. 

The characteristic function can now be expressed, 
via Eq. (15) of Ref. 15 and Eqs. (27)-(36c), in the form 
form 15,5 

¢(k, tis) = E 1 eXp~kj faS ds' ~j (S'») f (27'a) 

'" exp (-~kikj faS ds' faS ds"E{ui(s')uj(s")} 

+ ikj faS dS'mj(S'~ . (39) 

Note that ui(s') and uj(s") are along the same X(s,~) 
path for each field realization JlIl(X); they are assum­
ed to satisfy some suitable set of sufficiency condi­
tions 19 ,5,15 for the validity of Eqs. (39) and (44). The 
x dependence is implicit in ¢(k, ~ I s) but becomes ex­
plicit in B(x i - ~i I s): see Eq. (40). Since s is fixed 
and, therefore, nonstochastic, the integrals in Eq. (39) 
are Lagrangian stochastic integrals. 18 ,5 Thus, the 
Lagrangian measure function, which is actually a 
joint probability density for this statistically isotropic 
case, is given by 

B(xi - Us) = B(x,Y -1),z - ~ Is) 

= (27Tf3 i: dk ¢(k, ~ I s)e-ikPr</ (40) 

Equation (14) of Ref. 15 can now be expressed by 

(F(x» = 100 

ds f d1)d~ E{F[X(s,~)]}B(x,y -1), 
o So 

z-~Is). (41) 

This relation denotes a weighted synthesis of all the 
paths from So which terminate at X. 

This analysis will be restricted to stochastic-Fermat 
paths (the theory of Lagrangian stochastic analYSis 
for Fermat paths was developed in Refs. 3,5,15 and 
18). Applying Eq. (39) to Eq. (40) yields 

B(x,Y -1), Z - ~ Is) 

_1_ fIr dk dk dk ¢(k I: I s)e-i.ltx-ik2(y-ry)-ik3(Z-~) 
87T3 -00 1 2 3 , c;. (40') 

1 00 r 1 

'" -3 Ilf dk 1dk 2 dk 3 exp["2klkjUij 
87T -O(J 

- ik10 - faS mlds,)Je-ik2(y--ry)-ik3(Z-~) 

exp[-~U;?(Xi - ~i - mOi)(xj - ~j - mOj)] 

27T.J 27T II Uij II 

(42) 

(43) 

"'y(x - s + ~a2s2RaA I s)y(y -1) I s)y(z - ~ I s) (44) 

=y(x,~ls), (45) 

where 

Uij = fas ds' fas ds" E{ui(s')Uj(s")}. (46) 

The Lagrangian spreading matrix15 [Uij]' whose com­
ponents are given by Eq. (46), is now expressed in 
terms of its principal axes due to the convenient 
choice of orientation expressed by Eq. (26b) and the 
statistical isotropy of Jl(x); see Eqs. (A23) through 
(A25). The determinant of [Uij ] is represented by 
II Uij II [see Eqs. (A14)-(A15)] and the components of 
the inverse matrix of [Uij ] are denoted by Uil [see 
Eqs. (A17a)-(A19)]. The transformation to Eq. (43) 
follows when [ll;j] is positive-definite and the com­
ponents m Oi are given in Eqs. (A13a)-(A13c). Equa­
tion (44) follows asymptotically after considerable de­
tailed calculation; see Appendix A, especially Eqs. 
(A39)-(A41). 

Equation (45) then permits Eq. (41) to be expressed 
asymptotically as 

(F(x» '" 100 

ds f d1)d~ E{F[X(s, ~)]}y(x, ~ Is). (47) 
o So 

It can be shown20 ,21 that, for a positive parameter b, 
inside an integral including x = 0 

t~IIJ .J2~b exp ( - ;:2)= o(x), ( 48) 

i.e., this limit behaves like a delta function. Thence,15 

lim y(x - s + ~ a 2s 2RoA Is) = o(x - s), (49a) 
a-+O 

lim y(y -1) Is) = o(y -1), (49b) 
a-+O 

lim y(z - ~ Is) = o(z - ~). (49c) 
a->O 

Thus, 

f ryO I (ryo 
-ryo d1) y(y -1) s) -;:;t J_ryo d1) o(y -1) 

J 1, Iy I :s 1)0 (50a) 
10, lyl>1)o' 

J to I J~o 
_ r d~ y(z - ~ s) ~ _ ~ d~ 0 (z - 0 
'0 0 

_\1, Izl:s~o 
-)0, Izl>~o' (50b) 

and, from Eqs. (49a)-(49c) and (45), Eq. (47) yields 

lim (F(x» '" 100 

ds fO d1) to d~ o(x - s)o(y -1) 
a->O 0 -ryo -bo 

_ ~ F(x, 71,0, 
-I 0, 

X o(z - ~)F[(X (s, ~)] (51') 

-710:S 71:S 71 0 , - ~o:s ~:s ~o 
(51) 

otherwise, 
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1514 J E ROM E A. N E U B E R T 

when the initial surface So is a rectangle 2Tjo by 2~0' 
Equation (51) means that in the nonstochastic limit, 
i.e., a-t O,1'(x, ~ I s) behaves like a delta function, i.e., 

lim 1'(x, ~ Is) = o(x - s) o(y - Tj) o(z - 0, (52) 
a->O 

so that Eq. (47) yields the necessary nonstochastic 
result which would occur in a uniform, nondissipative 
medium.1 5 

n. DETERMINATION OF (p(x» 

In this section, the sound pressure wave expectation 
(P(x» is calculated by applying the saddle-point 
method (see Appendix D) which seems natural for 
treating sound propagation problems via Eq. (47). To 
obtain (P(x» [see Eq. (57)], E{p[X(s, ~)]} is first 
found by the analytical procedures of Refs.18 and 5. 
Applying the Lagrangian subensemble expectation of 
Sec. V of Ref. 18 to Eq. (17) for IJ. statistically iso­
tropic and employing Eq. (15) of Ref. 15 gives 

B{p[X(s, ~)]} 

= Po(~) E ~ exp(iko ( ds' /l(s') 

_~lSd 'J,s'ds" IJ.'ii(S"»)t 
2 0 s 0 /l(s') \ 

~ Po(~) exp(- ~kikj ¥;j + ik
J 

foS ds'iij(s'» 

remembering Eqs. (8) and (26b), where i,j = 1,2, 

(53) 

(54) 

(55) 

(56) 

with kl = ko, k2 = i/2. Equation (15) of Ref. 15 and 
Eqs. (Bl)-(B6) produce Eq. (54) which goes asympto­
tically to Eq. (55) via Eq. (B7), (B9), (BI4), (B20), (B23), 
and (B26). The development of Eq. (55) is quite in­
volved and is given in detail in Appendix B. Equation 
(56) represents the proper nonstochastic limit [see 
Eq. (51)] and can be obtained from both Eqs. (53) and 
(55). It is apparent from Eq. (55) that the phase fac­
tor,18 represented by £, dominates I E{p[x(s, ~)]} I 
when s2QoE/12k~£ «~and that the amplitu~e iac­
tor,18 represented by E, dominates when s2QoE/ 
12k~£ » 1; this behavior is a direct consequence of 
the choice of a two-variable expansion2 in Eq. (9) and 
will be discussed further in Sec. IV. Note that, due to 
the statistical isotropy of /l(x), Eq. (55) does not de­
pend on ~ except through Po(~). 

Although B{p[X(s,~)]} of Eq. (55) may seem to be 
an unusual sound pressure relation, the traditional, 
i.e., nonstochastic Eulerian,2,3 behavior should not 
be expected for this (asymptotic) Lagrangian (suben­
semble) expectation since Eq. (47) has not yet been 
applied. Note, for example, that due to the varying s 
power dependence of the exponential, the diffusion­
like character of E{p[X(s, ~)]} changes with s. In­
itially,E{p(X(s,~)n decreases in magnitude from its 
initial value Po(E) with s until kaL = QEs2/12; in this 
re,lSion, the Rhase factor is dominant. Thereafter, 
EtP[X(s, ~)]j increases with s since the amplitude 
fluctuations dominate. This behavior is directly at­
tributable to the application of a two-variable expan­
sion2 for p(x). Note also that E{p[X(s, ~)]} decreases 
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with ko [but see Eq. (86)]. None of this" unorthodox" 
behavior represents a physical contradiction since 
y(x, ~ I s), defined in Eq. (45), controls the ultimate 
value of (P(x»; see, for example, Eq.(57). It will be 
observed later that these apparent anomalies resolve 
themselves when E{p[X(s,~)]} (and E{P[X(SI' ~I)]P* 
[X(s2' ~2)n in Sec. III is related to the Eulerian ex­
pectation (P(X» « Ip 12) in Sec. III) via Eq.(47). 

Note that in order to obtain the Lagrangian subensem­
ble expectation E{p[X(s,~)]} via Eqs. (53)-(55), tradi­
tional knowledge of the details of the geometric spread­
ing factor and the divergence from this spreading due 
to the inhomogeneities of the medium, which are mani-

fested by {- ~ ([ds'//l(S')] (/ldX/ds),i(S')} of Eq. (16) 
for each realization /lB' 3, 5 had to be sacrificed. In 
place of these more physically intuitive (Eulerian) 
concepts, E{p[X(s, ~)]} has been expressed (asymp­
totically) in terms of the Lagrangian phase and ampli­
tude integral scales and, therefore, the relative im­
portance of the amplitude (transport) and phase (eiko­
nal) factors can still be discerned. This loss of tra­
ditional (Eulerian) physical detail is unavoidable when 
treating an intrinsically Lagrangian stochastic pheno­
menon in its natural Lagrangian form. To compensate 
for this, care has been taken to express E{p[X(s, ~)]} 
explicitly in terms of ko ("large"), a ("small"), and s 
(variable but "large") as well as the Lagrangian in­
tegral scales. In general, this permits consideration 
of these terms in order to simplify the resulting 
mathematical relations and, thereby, facilitate the 
analytical treatment of complex physical problems. 

When Eq. (24), which represents a uniform source, is 
applied to Eq. (55), E{p[X(s,~)]} has no explicit de­
pendence, in a statistically isotropic medium, on its 
initial ~ position and can be represented by E{p} (s). 
Therefore, the Eulerian ensemble expectation of the 
sound pressure wave, when both the uniform, collimat­
ed source and point receiver are imbedded in an infi­
nite' continuous statistically isotropic medium, is 
given asymptotically by 

(p(x» ~ .r·o 
ds fs dTjd~ E{p} (s}y(x, ~ Is) 

o 

= J 00 ds E{p}(s}y(x - s + ~ a 2s2RoAls) 
o 

x fO dTj y(y -Tj Is) f'o d~ 1'(z - ~ Is) 
-1)0 -'0 

(57) 

(58) 

(59) 

Equation (47) gives Eq. (57), where l' (x, ~ I s) alone 
determines the ~ dependence of the integrand, and Eq. 
(44) produces Eq. (58), where, for analytical simplicity, 
the acoustic source So is assumed to be a rectangUlar 
transducer of dimensions 2Tjo by 2~0' Note that the 
required null-scattering result occurs naturally in 
the nonstochastic limit of Eq. (59) via Eqs. (49a)-(49c). 

11)0 1'0 The integrals -1) dI) 1'(Y - Tj Is) and _, d~ y(z - ~ Is) 
o 0 

in Eq. (58) are tabulated functions (error funclions 22 ) 
so, for analytic convenience (otherwise, numerical in­
tegration techniques are necessary to perform the s 
interval integration), this treatment will be restricted 
to terminal locations such that, for a given So, 

Izl»~o' (60) 
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This means that only energy diverted away from the 
direct source-to-receiver path will be considered. 
[In practice, Eqs. (60) and (81) imply a very small 
surface So with x located off -axis at large x.] Equa­
tion (60) permits 

r o 
dT/ y(y - T/ I s) to d~ y(z - ~ Is) 

~o ~ '0 
"" SoY(Y Is) y(z Is), (61) 

where, from Eqs. (A40), (A41), and (60), 

y(y I s)y(z Is) 
2 3 2 3 = e~(y2+z2)/2a RoA3 5 /2m:l' RoA3S 

= e~p2/2",2RoA353/27Ta2RoA3s3 == y{P Is), (62) 

where 

p2 == y2 + z2. (63) 

Therefore, 

via Eqs. (58), (61), (62), (55), (24), and (A39). Since 
0< a « 1, the factor y(x - s + ~a2s2RoA I s)y(p I s) 
dominates the integral; in fact, it can be viewed as a 
sort of path guiding or subensemble selecting func­
tion. Analytically, this suggests a saddle-point evalu­
ation (see Appendix D) and physically it has the fol­
lowing interpretation: the initial ~ and terminal x 
locations determine the distribution of s values and 
then the factor y(x - s + ~a2s2RoA I s)y(p Is) weighs 
E{p}(s) to give (p(x» via Eq.(64). 

m. DETERMINATION OF (lpI2) 

Paralleling the analysis of Sec. II, (lpI2) can be cal­
culated for the same physical situation by incorporat­
ing the concept of the Lagrangian subensemble cross­
path integral scale which was developed in Sec. V of 
Ref. 18. Thus, 

---7 p2 
a .... O 0 

(68) 

remembering Eqs. (8) and (26b), where i, j = 1, 2, 3, 4 
with k1 = ko, k3 = - ko, k2 = k4 = i/2. (The mathe-

151.2 d '11 matical interpretation of the operator 0 SI,2 WI 

soon be clear.) Equations (65) and (C1)-(Cll) pro­
duce Eq. (66), which goes asymptotically to Eq. (67) 
via Eqs. (C12)-(C21), (C26), and (C43). The develop­
ment of Eq. (67) is quite involved and is given in de­
tail in Appendix C. Equation (68) represents the pro­
per deterministic limit [see Eq. (51)], and can be ob­
tained from both Eqs. (65) and (67). Note that, due to 
Eq. (24) and the statistical isotropy of /-L(x), Eq. (67) 
does not depend explicitly on the initial point ~. 

The Eulerian sound intensity ensemble expectation 
(lp(x)12), when both the uniform, collimated, rectangu­
lar transducer and omnidirectional point receiver 
are imbedded in an infinite, continuous, statistically 
isotropic medium, can now be determined. Since the 
Lagrangian subensemble crosspath expectation 
E{P(S1)P*(s2)} involves two paths in almost all rea­
lizations, Eqs. (41) and (47), respectively, produce 

(lp(x)12) 

= 100 

dS 1 1
00 

dS 2 J d~1 J d~2 E{P(SI)P*(S2)} 
o 0 Sa Sa 

x B(X,y -1/1' z - ~ 1 lSI) 

x B(x,y -1/2'z - ~2Is2) (69) 

100 

dS I 1
00 

dS2 J d~1 J d~2 E{P(SI)P*(S2)} 
o 0 Sa So 

x y(x, ~1Is1)Y(X, ~2Is2) (70) 

--3> p2 
"' .... 0 0 

(71) 

"" 1 00 dS 1 y(p I S1)Y(X - s11 S1) 100 

dS2 y(p I S2) o 0 

x y(x - S21s2) J d~1 J d~2 E{P(S1)P*(S2)} 
SO So 

(72) 

I(P(X,P»eI
2

s\ fs dhfs d~2 
o 0 0 

x e2 '" 2 [k ~soPa(6) ii(6)+ s~Q a(o) J(o) /12l (73) 

I(p(s, P»e 12 51 f dO 
o So 

X e2a2[k~50j5a(Ii)H(Ii)+s~Qa<6)j(o)/12l (74) 

"" l(p(x'P»eI2 (1 + 2a 2 S~ 
x ~o dO[kcrsoijpa + S~QaJ/12]) (75) 

- 1<P(x,P»eI2 (1 + 2a2[kasJiP,; + s3QaJi12]), 

where (76) 

o = ~1 -~2' (77) 

(78a) 

and 

QaJ == sl J dO Qa(Ci)J(O). 
o So 

(78b) 

Equation (45) renders Eq. (70) from Eq. (69) and then 
Eqs. (49a)-(52) yield Eq. (71). Equations (D2a) and 
(D2c) reduce Eq. (A39) to 

y(x - sis) = e -(x -s)2/4", 2 RoA3 S3 /( 47Ta2RaA 3S3 )1/2 (79) 
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so that Eqs. (44), (60), (62), and (79) produce Eq. (72). 
Equations (D1)-(D4), (67), and (D9') then yield Eq. (73), 
via a saddle-point evaluation of each integral in Eq. 
(72) which is exactly similar to that which produced 
Eq. (D9); note that the two saddle points are identical 
and given by Eq. (D4). Introducing the change of vari­
ables ~1 - ~2 '= 0, ~1 + ~2 = 2~ to Eq. (73) and car­
rying out the integration with respect to ~ gives Eq. 
(74). The condition 

(SO) 

reduces Eq. (74) to Eq. (75) via Eqs. (C37) and (C54). 
This condition serves to restrict a, ko' and r; it will 
be discussed further in Sec. IV. Assuming that the 
maximum lateral dimension of So, say Po, obeys 

(S1) 

ii(o) "" L, via Eq. (C36); although Eq. (S1) will be as­
sumed throughout the remainder of this analysis, the 
symbol ii (= L) will be employed for purposes of iden­
tification. Equations (7Sa) and (7Sb) represent con­
venient averages over the total transducer surface. 
Because of Eqs. (C37') and (C54), respectively, 

1>P';> 0 (S2) 

and 

(S3) 

Note that if L = .pa(o)ii(o), ko would completely dis­
appear from Eq. (73) in contrast with experimental 
evidence [see Sec. IV and Baerg and SChwarz 23 ] so 
that Eqs. (C37) and (S2) are well justified. The rela­
tive importance of ko and So is investigated further 
in Refs. 5 and 24. 

The fact that functionals on two different paths in each 
realization must be correlated via E{P(sl)P*(S2)} in 
Eq. (69), in order to obtain an intensity type relation 
like (Ip 12),should be no surprise since, in the usual 
"ray-bundle" approach3,10,11 for estimating acoustic 
intensity, the divergence between two different rays 
as a function of their curvilinear distance in space is 
considered. In the present analysis, each pair of paths 
that leaves the initial surface So' at eo(~) = 1[/2, is 
correlated while in the other approach, a ray bundle 
is created by allowing a slight span of initial angles 
~eo from a single point ~. It makes no physical sense 
to speak of intensity along a single path; in fact, it is 
often convenient to remove the dependence on the 
mean value I( PIe 12 from stochastic intensity relations 
as is done in Sec. IV. 

IV. THE COEFFICIENT OF INTENSITY FLUC-
TUATION V 

When studying sound propagation through extended 
stochastic regions, the coefficient of intensity fluc­
tuation V, where 

(S4) 

has often proved to be a useful measure of the random 
fluctuation of the Signal strength. 2,3,5.6.16-18.24 
Substituting Eq. (76) into Eq. (S4) yields 

(S5) 

J. Math. Phys., Vol. 13, No. 10, October 1972 

"" 2a2[k6iip,;X[2 - (1 - 6 tan2E»1/2) 

+ QaJ X3 [2 - (1 - 6 tan2E»1/2)3/l2] (S6) 

( 2Q12k@iip,;x[2 - (1 - 6 tan2e) 1/2], a2 « 1, 
, (S6a) 

"" t 2Q12(QaJ/12)x3[2- (1 - 6 tan2E>)1/2)3, 
a2 » 1, 

(S6b) 
where 

Equation (D5) produces Eq. (S6) which has a phase­
dominance region, Eq. (Soa), and an amplitude-domi­
nance region, Eq. (S6b), as determined by the para­
meter a of Eq. (S7); remember the E> restriction of 
Eq. (DS). 

Via Eq. (D5d), Eqs. (S6)-(S7) reduce, respectively, to 

~ ) 2Q12k~iir, 

-12Q12(QaJ/12}r3, 

where 

a6» 1, 

ao == r/ko[P;;H/(QaJ / 12 )]1I2 
and 

0< E> < 4°. 

Also, Eq. (SO) reduces to 

2Q12kaLr« 1, a6 « 1, 

(SS) 

(SSa) 

(SSb) 

(S7') 

(S9) 

(90) 

via Eq. (D5d); Eq. (23) is the one-dimensional analog 
of Eq. (90). 

Equations (SSa) and (SSb) are very similar to, re­
spectively, the results 

and 
V2 "" 2Q12kar {JO dPl N(Pl) (91) 

V2"" 2Q1 2r 3 rio ~oo dp1[V'2V'2N(P)]P~Pl' (92) 

where 

N(P) '= (n(x)n(x + p»); (93) 

p = (P~ + P~ + P5)1/2 (94) 

is the separation of the points, x, x + P, and PI is 
taken along the source-to-receiver line. Equation 
(91) was found by Mintzer, 6,7 and Eq.(92) was de­
rived by Bergmann16 from Eqs. (10) and (11) via a 
variational approach (see also Sec. VI of Ref. IS). 

V. CONCLUSION 

The stochastic Eulerian-Lagrangian methods of Refs. 
15 and IS applied to steady-state sound propagation 
from a small, collimated acoustic source to an omni­
directional point receiver imbedded in an infinite, 
continuous, statistically isotropic, stochastic-Fermat 
medium have predicted that V becomes frequency in­
dependent for the low-frequency, amplitude-domi­
nance region. Eq. (SSb), in contrast to the frequency 
independence at high-frequency predicted by Potter 



                                                                                                                                    

STEADY-STATE SOUND PROPAGATION 1517 

and Murphy17 (however, consider Ref. 24). Finally, it 
should be emphasized that the methods presented in 
this study are new to the problem of sound propaga­
tion through continuous stochastic media (however, 
see Lumley l9) and avoid three principal difficulties 
that have plagued earlier4 ,6-8,16,17 studies in this 
area, namely, 

(1) range limitations due to cumulative phase 
effects, 

(2) discrete scattering assumptions, and 
(3) restriction to an Eulerian path. 

APPENDIX A: THE CALCULATION OF y(x, ~ Is) 

The detailed calculation of the asymptotic Lagrangian 
measure function y(x, ~ Is), Eq. (45), for stochastic­
Fermat media follows. Consider 

1 IS ( 2a a2
) R(a) = s - -a. 2 s 2R da 1 - - + - --

2 0 0 S s2 R o 
+ O(a. 3s2

) (All) 

In Eq. (43), 

see Eqs. (36b) and (36c). 

(AI2) 

(AI3a) 

(AI2) 

(AI3b) 

(AI3c) 

dX. J.1.(0) dX. IS J.1. .(s') 
-' s - - -' 0 + ds'-"--ds ( ,~) - J.1.(s) ds () 0 J.1.(s) 

(AI) Since [Uij ] is in terms of its principle axes, the deter­

minant II uijll can be reduced as follows: 

from Eq. (13), 
S dX. 

J.1.(s) - J.1.(0) = 10 ds' J.1.,i(S') ds: (s,~) 

= (0) dXi (0) IS ds' J.1.,i(S') 
J.1. ds 0 J.1.(s') 

S J.1. .(s') s' 
+ 1 ds'" 1 ds" J.1. .(s") (A2) o --;:L(S'f 0 ' , , 

and thence l8 ,5 

E jJ.1.(O)/ = 1 - a. 2 f ds' f' ds" 
!J.1.(s)\ 0 0 

x E{ n, i(s')n,i(s") - O(a.)} (A3) 

= 1 - a. 2sRo 15 da (1 - ~)R(a) + O(a.3s) (A4) 
o s Ro 

(A5) 

where 
a = s' - s". (A6) 

Defining 

R(a) = R(s', s") ;: E {n'i(s')n'i(s")}, (A7) 

via Eq. (14) of Ref. 18, gives Eq. (A4) which goes 
asymptotically to Eq. (A5), where the Lagrangian in­
tegral scale corresponding to the Lagrangian auto­
path correlation R(a) is defined by 

A;: lim 15 da (1 _ ~)R(a) 
s~<X) 0 s Ro' 

with the intensity factor 

Ro;: E{n,iWn,i(~)} 

= <n.i(~)n,i(O>; 

(A8) 

(A9') 

(A9) 

A is assumed to exist and cannot be a function of s. 
In Eq. (42), 

fos i1Z1 ds'= ~(O) 105 ds' E 1 ~~~?) ~ (AI0) 

U11 U 12 U13 

Iluijll ;: U21 U22 U23 (A14) 

U3l U32 U33 

=U11U22U33 (14') 

~ a.6s9R3(2A3 + a.2sRoB4)A~, (A15) 

where Eq. (A15) follows asymptotically via Eqs. (A23) 
and (A24);A,R o and B4 are given by Eqs. (A8), (A9), 
and (A37), respectively. For notational simplicity, 
let 

(AI6) 

Equations (A23)-(A25) and (A14') give the compo­
nents of Ui? to be 

U U U-l _ 22 33 

11 - IIUijl1 
1 

1 

U U 1 0.- 1 _ 11 33 

22 - IIUijl1 U 22 

1 

U U 1 V-I _ 11 22 
33 - IIU .. II U 

'J 33 

1 

(A17a) 

(A18a) 

(Al7b) 

(A18b) 

(A17c) 

(A18c) 

Ui? = 0 for i ;>f. j. (A19) 

The Lagrangian stochastic integrals Uij must be 
evaluated with considerable careI8,5: 

Uij ;: fos dS 1 fos dS 2 E{Ui(S1)U
j 

(s2)} 

I
Sd ISd E \ lIS! d ' J.1.,i(S~) = S1 S2 I S1 -(-) o 0 ! 0 J.1. SI 

(46) 

J. Math. Phys., Vol. 13, No. 10, October 1972 



                                                                                                                                    

1518 J E ROM E A. N E U B E R T 

_ E! 1l(0) () ( dXi (0) dXj (O~ 
/1l(S2)\ \ ds ds ~ 

so that 

Uij = 0 for i ;r. j . 

(A20) 

(A21) 

(A22) 

(A23) 

(A24) 

(A25) 

Equations (31a)-(31c) and Eq. (51) of Ref. 18 yield 
Eqs. (A20) and (A21), respectively. The asymptotic 
result of Eq. (A22) follows, after some complicated 
analysis of the type illustrated in Sec. IV of Ref. 18, 
from Eqs. (A27) and (A32). Equations (A22) and (26b) 
produce Eqs. (A23)-(A25). Equation (A26) in Eq. (A21) 
gives U2 2 = U 33 and Eq. (A25); this shows that the 
matrix [Uij] is expressed in terms of its principal 
axes, as mentioned earlier, and is a direct consequence 
of statistical isotropy, via Eqs. (51) and (55) of Ref. 18, 
and the convenient choice of the initial path orienta­
tion, represented by Eq. (26b). The presence of the 
null cross-correlations, i.e., Uii = 0 for i ;r. j, permits 
the expeditious reduction of Eq. (43) to Eq. (44). This 
decoupling of the joint spacial probability density 
greatly facilitates the analysis of Sections II and III. 

The steps from Eq. (A21) to Eq. (A22) are now given 
in detail employing the procedures developed in Refs. 
18 and 5. The first term in Eq. (A21) is treated as 
follows: 

15 15 \1 51 , ll.i(S~) 152 ,1l.1(S2)( 
o dS I 0 dS 2 E I 0 dS I Il(SI) 0 dS 2 ll(s2) \ 

= 0/20 ijS 3R O 

x [r da(: - ~ + ~) ~ R(a) - O(as3)l 
o 3 s 2s 3 3 Ro 'J 

(A26) 

~ a 20 ij s3RoA3' (A27) 

Equation (55) of Ref. 18 produces Eq. (A26), where 

a = s~ - s~, 5 = s~ + S2' 

S1 = t (5 + a), s~ = t (5 - a), 

which goes asymptotically to Eq. (A27) with 
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(A28) 

(A29) 

A == lim 2 15 
da ~1 _ 3a + 3a

3
)R(a) 

3 5-->00 9 0 2s 4s3 R 
o 

2 
=gA. 

The second term in Eqs. (A21) is developed as 
follows: 

+ a 2 15 1 
ds' 151 

ds" 152 
ds' 15:\ ds" 

0 1 0 1 0 2 0 2 

(A30) 

(A16) 

X r2(S~, s'{, s2' s2) -R(s~ - S'{)R(S2 - s2) 

+ o(a~) (A31) 

(A32) 

Invoking Eqs. (A2), (8), (A7), and (A33), plus Eqs. (51) 
and (55) of Ref. 18, yields Eq. (A31). Applying Eq. 
(A27) to the first term in Eq. (A31) yields, asymptoti­
cally, the first term in Eq. (A32). In Section 3. 15 of 
Lumley,19 it is shown that if R(a) behaves suitably 
as a~ <Xl [e.g.,an ergodic process provides a suit­
able R(a)], 

R2(S~, si, s~, S2) == E{n'i(s~)n'i(si)n'j(s;)n'j(s2)} (A33) 

~ R(s~ - si)R(sz - s2) + ~ R(s~ - sz)R(si - s2) 

+ t R(s~ - s2)R(s~ - si), (A34) 

via Eq. (55) of Ref. 18. Thence, 
s s s s' s s' 

1 ds 1 ds 11 ds' 11 ds" 12 ds' 12 ds" 
010201010202 

x [R 2(Sl' s'{, S2' s2) -R(sl - s'j)R(s2 - s2)] 

15 15 is 15 
~ t dS 1 dS 2 1 dS l 2 ds 2R(Sl - s2) 

o 0 0 0 , , 
5 S 

X 11 ds" 12 ds" R(S" - S") o 1 0 2 1 2 , 
15 is 1s 15 

+1. ds ds 2 ds ' Ids"R(s' -S") 
30102020121 

, S 1S X 11 ds' 2 ds" R (s' - S") o 1 0 2 1 2 
(A35) 

(A36) 

which gives the second term in Eq. (A32), where the 
appropriate integral scale is given by 

B == lim!. [15 dS 1 IS dS 2 ~ (SI ds' 152 ds' 
4 5 -->00 3 0 s 0 s s Jo 1 0 2 

R(sl - s2) 1 (s; (s~ R(s'i.. - s2) 
x - Jr ds" Jr dS"_~_-=--

Ro s 0 1 0 2 Ro 

1
5 dSl 15 dS 2 lSI dS l1 52 dS 2 ls~ II + - - - - dS 1 oSoso so so 
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x 2 1 ds" _~_-=--R(s' - s") ls~ R(sl - S2)J 
RO 0 2 RO 

(A37) 

==:!: (J'Xi da R(a))2 == :!:A2 
6 \0 RO 6' 

(A38) 

via Eq. (A8); B 4 is assumed to exist and cannot be a 
function of s. Note that the second term in Eq. (A31) 
must reach its asymptotic form much more slowly 
than the first term because of the additional Q' 2s fac­
tor. 

Equations (A27) and (A32) give Eq. (A22) which ren­
ders Eqs. (A14')-(A19). Therefore, Eq. (43) goes 
asymptotically to Eq. (44), where 

y(X -s + ~Q'2s2RoAls) 

== e-(x-s+ ~,,2s2RoA)2/2,,2Ro(2A3+,,2sRoB4)s3/ 

y(y - 1/ Is) == e - (y- ij)2 /2,,2 ROA3 S3j(21TQ' 2R oA 3s 3) 1 /2, 

and 

y(z - ~I s) == e-(Z-d/2,,2ROA3S3j(21TQ'2RoA3s~)1/2, 

via Eqs. (A13a)-(A19). 

(A39) 

(MO) 

(A41) 

Equation (45) displays several properties that are 
characteristic of diffusionlike phenomena. Because 
the equation which governs the paths generated in 
each realization /-Is' i.e., Eq. (13), is known in prin­
ciple, this study can proceed further than many other 
diffusionlike analyses. Equations (A39)-(A41) and 
(49a)-(49c), respectively, indicate that when Q' "" 0, 
there exists (asymptotically) a Lagrangian spread of 
possible X, Y, Z values about their respective null­
scattering (or Q' == 0) values of s, 1/, ~ [see Eq. (51)] 
and that these spreads reduce to zero as Q' -7 O. This 
is in agreement with the discussion in Sec. IV of Ref. 
18; see especially Eq. (69) of Ref. 18 which should be 
compared with Eqs. (A39)-(A41). By specifying the 
terminal location (observation point) x for Q' "" 0 and 
integrating over all possible values of s, 1/, ~, the 
(asymptotic) Lagrangian measure of all those X(s,~) 
paths which reach x from the initial surface So can be 
determined for steady-state, collimated sound trans­
mission, i.e., 

M{/-Islx(s,~) f::! x,1/ E [-1/0,1/0]' ~ E [- ~o' ~o], 
SE[O,OO)} 

100 Jijo J~o 
== 0 ds -ijo d1/ -~o d~ B(xi - ~ils) 

via Eq. (45) and Eq. (6) of Ref. 15. 

(A42) 

(A43) 

For a given initial point ~ and terminal point x, one 
would expect an optimum value of s, say sm' to exist 
in the sense that a maximum number of realizations 
from {/-Is} give X(s, ~) f::! x. This property is charac­
terized by a maximum in the (asymptotic) Lagrangian 
measure function y(x, ~ Is). Therefore, the behavior of 
y(x, ~ Is) with respect to s is now examined for x, ~ 
fixed. First, note that 

Sm 
FIG. I. Lagrangian measure function y(x, ~ I s) vs s. 

y(x, ~I S)~ 0, 
s->O 

(M4a) 

as it must since no realization /-IB can produce 
X(s,~) i':j x paths that reach [x2 + (y - 1/)2 + 
(z - ~)2]1/2 > 0 for s == O. The value of y(x, ~ Is) then 
increases with s which means that more and more 
realization /-IB can produce X(s,~) f::! X paths. Even­
tually, an optimum value of s == sm should be obtained 
where 

[aas y(x, ~Is~ Sm == O. (M4b) 

Thereafter, y(x, ~ Is) should decrease with s until 

(M4c) 

while the spread of possible terminal locations in­
creases without limit; see Eq. (69) of Ref. 18. This 
behavior is illustrated in Fig. 1. 

APPENDIX B: THE CALCULATION OF E{P[X(s, ~)]} 

The detailed asymptotic evaluation of the Lagrangian 
subensemble autopath relation for E{P[X(s, ~)]}, Eq. 
(55), follows. In Eq. (54), the Lagrangian subensemble 
autopath stochastic integrals18 ,5 are given by 

v .. == IS ds' IS ds" E{v.(s')V.(s")}, i,j == 1,2, (B1) 
'J 0 0 'J 

where 

v 1 == v 1 [X(s', ~)] == /-I(s') - v1 

== Q'[n(s') - E{n(s')}], 

5' /-I ii(S") _ 
v 2 == v 2[X(s',m == 10 ds" ~(s') - 112 

I s' [n .. (s") -In .. (S")\J == Q' ds" "(',) - E ----'-.~'('-,~)- , 
o /-I s /-I s 

(B2') 

(B2) 

(B3') 

. (B3) 

/-I(s') == /-I[X(s',m == 1 + Q'n(s'), O::s Q'« 1,(B4) 

;71 == E{/-I[X(s', ~)]} == E{/-I(s')} 

== 1 + Q'2 t' da(s' - a)[R(a) -- O(Q')] 
o 

[cf. Eq. (36a) and Eq. (93) of Ref. 18], and 

- - I 5' /-I .. (s") ( 
112 == E /1a ds" ~'(~') \. 

(B5) 

(B5') 

(B6) 
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Note that v l' V 2 are stochastic variables .!lleasured 
relative to their expectations so that theE{v/s')v/s")} 
are correlations of centered random variables; 
R(a) is the subensemble equivalent of R(a) of Eq. (37). 

In Eq. (54), via Eq. (B5'), 

(B7') 

(B7) 

where _ 
- . 15 ( 2a ( 2)R(a) A == hm da 1 - - + - -_-

5-+00 0 S s2 Ro 
(B8) 

8 R (a) 
= lim 1 da ---, 

8-+00 0 Ro 
(B8') 

if the latter exists;A is the subensemble equivalent 
of Eq. (A8). Furthermore, 

8 1 8 18' -\nii(s")/ 
10 ds' v2(s') = Q' 0 ds' 0 ds" E/ ~(s') \ 

~ Q'2E b s 
1 1 

(B9) 

[cf. Eq. (60) of Ref. 18], where 

8 ((s' - SIll) 
Q' 2b1 == lim 1 d(s' - sIt) 1 - S 

8-+00 0 

E\ /1.,ii(S") ( IE (BIO) 
x I /1.(s') \ 1 

is assumed to exist and must be independent of s, and 

E1 == E{/1.,ii(~)//1.(~)} 

= </1.,ii(~)//1.(~)· 

(BIl') 

(BIl) 

Since sE 1 b 1 « s 3Q oE, in the sense that E 1 b 1 and 

Q oE are bounded while s is not, exp( - Q' 2 E 1 b 1 s) 
makes a negligible contribution to Eq. (55). 

The Lagrangian subensemble autopath stochastic inte­
grals fr .. are evaluated asymptotically as follows by 

'J 
the methods of Refs. 18 and 5. Define the phase cor-
relation 

P(sl' s2' ~,x) == E{[n(sl) - E{n(sl)}] 

x [n(s2) - E{n(s2)}]} (B12) 

=P(a,~,x), (B12') 

where Eq. (90) of Ref. 18 gives Eq. (B12'). Therefore, 

(B13) 

(B13') 

(B14) 

where the Lagrangian subensemble phase integral 
scale L is defined by 
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L == lim t da(l-~)~(a) 
8-+00 0 s Po 

and where the scaling factor is 

Po == E{n2(~)} 

= <n2(~) = 1, 

(B15) 

(B15') 

(B16') 

(B16) 

cf. Eqs. (A8) and (A9). The phase integral scale L, 
which is assumed to exist and must be independent of 
s, is a Lagrangian subensemble measure of the curvi­
lineaJ;' range of strong phase correlation of the pres­
sure wavefronts. Because of the path curvature that 
occurs for almost every /1., the Lagrangian subensem­
ble integral scale L and its corresponding full en­
semble integral scale L are both longer than the 
corresponding Eulerian integral scale Le of Eq. (20) 
and L = Le can occur only when Q' = 0; cf. Eq. (2~) of 
Ref. 18. Likewise, since the path curvature for L is 
less than that for L (see Figs. 2 and 3 of Ref. 18) 

L >L. (B17) 

Define the phase-amplitude interaction correlation by 

P 12(sl' s2'~' x) == E{[n(sl) - E{n(sl )}] 

x [n ,i;(s2) - E{n ,ii(s2)}]} (B18) 

where Eq. (90) of Ref. 18 gives Eq. (B18'). There­
fore,18,s 

fr12 = fr21 = Q'2 f dS 1 f dS 2 10
5

; dS 2 

x E{[n(sl) - E{n(sl)}] 

x [n .. (s2") - E{n .. (s2")}] - O(Q')} 
,tt ,tt 

(B19) 

- 15 (a)p12(a,~,X) () = Q' 2s2C da 1 - - _ - O(Q' 3s2) B20' 
o 0 s C o 

(B20) 

where the phase-amplitude interaction integral scale 
C 2 is defined by 

_ • 5 ( a)P12(a) 
C == hm 1 da 1 - - ---

2 5-+00 0 S C o 
and where the scaling factor is 

Co == E{n(~)n ,ii(E)} 

= (n(~)n ,ii(~)' 

(B21) 

(B22') 

(B22) 

The integral scale C2 is assumed to exist and cannot 
be dependent on s. For convenience, define 

(B23) 

which, in Eq. (55), represents a weak frequency shift 
factor. 

Define the amplitude correlation by 
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x [n .. (s2") - E{n . . (s2")}]} (B24) ,z ~ , tz 

(B24') 

where Eq. (90) of Ref. 18 gives Eq. (B24'). There­
fore,lS,5 

iT == 0'2 1S 

ds' 1S; ds" 1s 
ds' 1S~ ds" 22 0 1 0 1 0 2 0 2 

X E{[n .ii(S'1) - E{n ,ii(sl)}] 

x [n ,ii(s2) - E{n ,ii(S;P}] - O(Q1)} (B25) 

== Q1 2s3Q j t da (1 _ ~ _ ~ + 3(
3

) 
o 0 2s 2s2 4s3 

(B26) 

Equation (B26') goes asymptotically to Eq. (B26), 
where the Lagrangian subensemble amplitude integral 
scale E is defined by 

E == lim t da (1 _ ~ _ ~ + 3(
3

) Q(a:.~, x) (B27) 
s .... oo 0 2s 2s2 4s 3 Qo 

and where the scaling factor is 

VI == E{J..I[X(si, ~l)]} = E{J..I(si)} (C8') 

== 1 + 0'2 1'; da(si - a) [R(a) - 0(0')], 
0 

(C8) 

- -1 s' J..I.(s") I v == E 11 ds" . It 1 , 
2 0 1 /-L(5j) \' 

(C9) 

V3 == E{/-L[X(s2' ~2))} = E{/-L(s2)} (CI0') 
, t2 -= 1 + 0'2 da(5 2 - a)[R(a) - O(a)), 

0 
(CI0) 

and 
- = - It; "J..I'ii(S2)~ 
£1 4 - E I ds 2 (' ) . o /-L 52 

(Cll) 

Note that WI' W 2' W 3' W 4 are stochastic variables 
measured relative to their expectations so that the 
E{wi(si,2}wj(sl, 2)} are correlations of centered ran-

dom variables;R(a) is the sub ensemble equivalent of 
R(a) of Eq. (37). 

Qo == E{n . . (~)n .. (~)} 
Itt ,It 

(B28') In Eqs. (66) and (67), 

== (n .. (~)n .. (~). 
.tt Itt 

(B28) 

The amplitude integral scale E, which is assumed to 
exist and must be independent of s, is a Lagrangian 
subensemble measure of the curvilinear range of 
strong amplitude correlation of the pressure wave­
fronts. 

APPENDIX C: THE CALCULATION OF 
E{P(sl)P*(S2)} 

The detailed asymptotic evaluation of the Lagrangian 
subensemble relation for E{P(sl)P*(S2)} [Eq. (67)] 
follows. In Eq. (66), the Lagrangian subsemble cross­
path stochastic integrals lS ,5 are given by 

W - l s1
•
2 d' l s1

•
2 d" E- { (' }w (" )} ij = 0 sl,2 0 Sl,2 Wi Sl,2 j sl,2 , 

i,j == 1,2,3,4, (Cl) 

where [compare with Eqs. (Bl)-(B6)] 

wI = wdX(si'~l)] == J..I(si) - VI (C2a') 

== Q1[n(si) - E{n(si)}], (C2) 

s; J..I ii(Sl) -
W2 == w 2[X(si, ~l)] == 10 ds'i. ~(sJ.) - £12 (C3') 

= 0' is; ds" [n .ii(S'1.) _ Ej n .ii(S'1.) (J (C3) 
o 1 J..I(sJ) ) J..I(si) \ 

J..I(si) == J..I{X{si, ~l)] = 1 + Q1n(si), O:s 0' «1, (C4) 

W3 == w 3[X(s2' ~2)] == J..I(s2) - v3 

= Q1[n(s2) - E{n(s2)}]' 

(C5') 

(C5) 

and 

10'1 dsi VI (si) ~ Sl + tQl 2syR oA, 

1'1 dsi V2(5i) ~ Q12Blblsl' 
o 

10'2 dS2 v3(s2) ~ 52 + tQl2S~RoA, 

(CI2) 

(CI3) 

(CI4) 

(CI5) 

from Eqs. (C8)-(Cll) and (B7)-(Bll). The Lagrangian 
subensemble, autopath, stochastic integrals in Eqs. 
(66) and (67) are 

W 33 ~ 2Q12 S2L, 

via Eqs. (Cl), (C2), (C5), and (B14), 

W12 = W2l ~ Q12SyCi52 
and 

W34 = W43 ~ Q12S~Ci52' 

via Eqs. (Cl)-(C7) and (B20), and 

and 

via Eqs. (Cl), (C4), (C7), and (B26). 

(CI6) 

(CI7) 

(CI8) 

(CI9) 

(C20) 

(C21) 

The Lagrangian subensemble crosspath stochastic 
ptegra!,.s W13 = W3l , W14 == W41 , W23 = W32 , and 
W 24 == W 42 are evaluated asymptotically as follows 
by the methods of Refs. 18 and 5. Define the cross­
path phase correlation, via Eqs. (C2) and (C5), by 
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P(sl' s2' ~1' ~2'x) == E{[n(s;) - E{n(sl)}] 

x [n(s2) - E{n(s2)}J} (C22) 

= P(a, 5, ~1' ~2' x), (C22') 

where Eq. (103) of ReL18 gives Eq. (C22'). There­
fore, Eqs. (Cl), (C2), (C5), and (C22) yield 

w - W - 2 151 
, 152 

, - , , 
13 - 31 - 0' 0 dS 1 0 dS2 P(sl,S2'~I'~2'x) 

(C23) 

ii(o) "" i, 0 < 3i, (C36) 

[cf.Eqs.(12la) and (121) of Ref. 18]. However,via 
Eqs. (C32)-(C35), 

(C37') 

so that 

i>Pa(o)ii(0)2:0 (o>O,so>O) (C37) 

in Eq.(67). In Sec. IV, Pa(o)ii(o) proves to be adomi­
nant factor in the coefficient of intensity fluctuation V 
in the phase-dominance region via Eq. (75). 

Since kl = ko = - k3 while k2 = i/2 = k4' the factors 
ipvolving _W 14 and W 41 cancel the factors involving 
W23 and W32 from Eq. (67) when sl = s2 = so' Since 
this is the only case considered in this study, the 
Lagrangian subensemble crosspath phase-amplitude 
integral scale contribution will not be considered. 

Define the crosspalh amplitude correlation, via Eqs. 
(C26) (C3) and (C6), by 

(C27) 

where 
- 1 1250 -
P 0(0, so' ~ l' ~ 2'X) = 2s 0 0 d5P(0, 5, ~ l' ~ 2' x) 

(C28) 

~ Po(O, so' 0) "" Pa(o). (C29) 

Since the saddle-point evaluation of ( Ip(x) 12), given 
in Appendix D, results in sl = S2 = So (the saddle­
point), Eq. (C24) and, consequently, Eq. (C26), suffices 
for this study; the more general situation is given by 
Eqs. (107) and (111) of Ref. 18. When 0 ~ 0, Eq. (C24) 
reduces to Eq. (C25), Le., Eq. (B13'), and Eq. (C26) 
reduces to Eq. (C27), Le., Eq. (B14). Equation (C24) 
goes asymptotically to Eq. (C26), where the Lagran­
gian subensemble crosspath phase integral scale ii(o), 

iI(o) = lim to da _1_ t so-
o 

d5 _P(a, 5,0) (C30) 
50 .... 

00 0 2s o 0 P 0(0, so' 0) 

~i, (C3l) 

[cf. Eqs. (102) and (116) of Ref. 18] is assumed to 
exist and must be independent of So anq where P (0) 
represents the curvilinear average of P 0(0, so' 0) over 
the So range oj experimental interest (see Appendix B 
of Ref. 18). Note that the intensity factor at So = 0 is 

P 0(0) = E{n[X(O, ~I)]n[X(O, ~2)]} 

= <n(~I)n(~2»;G Pa(o) 

~Po=l 
6 .... 0 

~O. 
0 .... 00 

Since, via Eqs. (113a) and (96a) of Ref. 18, 

(C32) 

(C33) 

(C34) 

(C35) 

1 tso-o dS !(a, S, 0) ~ p"(a) , (C36') 
2(so - a) 0 Po(O, so' 0) 6-+0 Po 

ii(o) is probably nearly equal to i for all So of inter­
est and 0 less than, say 3L, Le., 
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Q(s]', s;;, ~ l' ~ 2' X) = E{[n ,ii(S],) - E{ n ,ii(S],)}] 

X [n ,ii(S;;) - E{n ,ii(S;;)}]} (C38) 

= Q(a, 5, ~1' ~2' x), (C38') 

where Eq. (103) of Ref. 18 gives Eq. (C38'). There­
fore, applying Eqs. (C3) and (C6) to Eq. (Cl) produces 

, , 
W = W = 0'2 151 

ds' 151 
ds" 152 

ds' 152 
ds" 24 42 0 1 0 1 0 2 0 2 

X [Q(s]', s;;, ~1' ~2'x) - 0(0')] (C39) 

Defining 

( 2S~ as~ a2s o ( 3 )_ 
-3- - -3- - -3- + 2" Q3(a, so' ~1' ~2'X) 

25 -0 =1 0 dS[s-~(S+O")][s-~(S-a)] 
o 

(C43) 

(C44) 

(C45) 

(C46) 

[cf. Eq. (B26') and Eqs. (102) through (104) of Ref. 18] 
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yields Eq. (C42) by standard procedures. Equation 0 = ~fsJso = [- 2(so - x)so + 3(so - x)2 + 6p2]! 
(C42) goes asymptotically to Eq. (C43), where the u 

Lagrangian subensemble crosspath amplitude integ- 4R A 4 
- X 0 3s 0 (D3') ral scale J( 6), 

_ . ISo ( a a2 3a3)Q3(a,So,6) givesthesaddle-pointvalueofs: 
J(6) == 11m da 1 - - - - + - -=_-=-----=---

So->OO 0 2s o 2s5 4s5 Q3(0,so,6) 
(C47) So = 2x - (x 2 - 6p)1/2 (D4) 

(C48) 

[cf. Eq. (116) of ReL18] is assume!.! to exist and can­
not be dependent on So and }:Vhere Q a (6) represents 
the curvilinear average of Q3(0,so,6) over the So 
range of experimental interest. Note that the inten­
sity factor at So = 0 is 

Since, via Eqs. (113a) and (96.a) of Ref. 18, 

Q3(a, so' 6)/Q3(0, so' 6) ---7 Q(a)/Qo' 
0-+0 

(C49) 

(C50) 

(C51) 

(C52) 

(C53') 

J(6) is probably near l:t, equal to E for all So of interest 
and 6 less than, say, 3E, i.e., 

J(6) "" E, 6 < 3E, (C53) 

[cf. Eqs. (121a) and (121) of Ref. 18]. However, via 
Eqs. (C49) through (C52), 

Qo > Qo(6):;::: Qa(6) 2: 0 (6) O,so > 0) 

so that 

(C54') 

(C54) 

in Eq. (67). In Sec. IV, Qa(6)J(6) proves to be a domi­
nant factor in the coefficient of intensity fluctuation 
V in the amplitude-dominance region. 

APPENDIX D: SADDLE-POINT APPROXIMATIONS 

The saddle-point approximation10,22 gives 

1000 
dsg(s)e f (s)la

2 
"" [_ 211'Ql2/f"(so)]1/2 g (so)e f (So)/a

2
, 

(D1) 

where g(s) is a relatively slowly changing function 
compared to exp[J(s)/Ql2] near the saddle point so' 
The saddle-point evaluation' of Eq. (64) proceeds as 
follows. Assume 

Ql 2sn« 1, 

~Ql2sRoB4/A3 = t Ql 2sRaA « 1, 

via Eqs. (A16) and (A38), and define 

f(s) == - [(s -x)2 + 2p2]/4RoA3s3 

so that 

(D2a) 

(D2b) 

(D2c) 

(D3) 

--?x 
p->O 

"" x + 3 p2/x , p «x, 

= x[2 - (1 - 6 tan2e)1i2] 

~x 
8-+0 

(D4a) 

(D4b) 

(D5) 

(D5a) 

(D5b) 

(D5c) 

(D5d) 

The assumption of Eqs. (D2a)-(D2c) simplify the form 
of Eq. (64) so that Eq. (D3') is no worse to solve than 
a quadratic. They can be justified as follows for a 
turbulent fluid [see, also, the discussion of (4.6-16) of 
Ref. 5]. This is demonstrated by the order of magni­
tude techniques employed in Ref. 1. Since the turbu­
lent microscale Ae is related to Ag byl,2,5,24,25 

A~ = Ai/aK' 

where a
K 

"" 7 in turbulent water,18,5 

Equation (56) of Ref. 1 provides 

LjAg ~ R/10 

so that 

~Ql2SRoA < 10Ql2(Lu/A;)s 

~ foQl2R?(s/Lu) 

(D6a) 

(D6c) 

(D6d) 

(D6e) 

with A < Lu, the turbule~t macroscale defined in Eq. 
(44) of Ref. 1 (probably A « LJ. Since 

(D6f) 

[via Eqs. (B21) and (B8)] and 

(D6g) 

(via Sec. V of Ref. 18), Eqs. (D2a)-(D2c) follow for 

s ;S Lu/(QlRt )2 (D6h) 
or 

s :s Ai/(10Oa 2 Lu), (D6i) 

remembering Eq. (B23). For the Stone and Mintzer 
experiments,26,27 where1,5 QI "" 1. 6 X 10-4 and 
Rt ~ 58, Eq. (D6h) permits s to be as large as 104Lu ' 

In the case of the turbulent upper ocean discussed in 
Ref. 1, where QI ~ 10-4 and Lu/A; ~ 1m-1, Eq. (D6i) 
provides for s :s 106m. In Eq. (D5), the scattering 
angle e has been defined by 
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tanEl = pix 

so that 

(D7) Equation (Dl) produces Eq. (D9), where, despite the 
considerable analytical simplification that has pre­
ceded in this analysis,f(so) of Eq. (D3) and 

x = r cosEl, 

where 

(D7a) 

r = (x 2 + p2)1/2 (D7b) 

is the source-to-receiver range. Since p ~ 0 and 
e ~ 0 when (l/ ~ 0, Eqs. (D4a) and (D5a) give the 
required nonstochastic limit and Eqs. (D4) and (D5) 
show how the saddle-point curvilinear distance So 
varies from its value x in a nonstochastic, uniform 
medium by a factor that depends on the scattering 
geometry via tan e. When Eqs. (D2a)-(D2c) are not 
imposed, So depends on the statistical nature of the 
medium, via (l/ and R 0 A, as well as the scattering 
geometry. Equation (D5b) shows that this saddle­
point approximation is limited to e < 1T/2, while Eq. 
(60) imposes the limit e > 0, since Eq. (55) increases 
without)i~it as So ~ ex:; due to the dominance of 
exp«(l/2QoEs5/12) for large so' i.e., 

The saddle-point estimate of Eq. (64), under the 
assumption of Eqs. (D2a)-(D2c), is, therefore, 

(p(x) ~ P S 1T(l/ 
( 

2 2 ) 1/2 

o 0 _ 1"(so) 

x e f (so)/a 2 

21T(l/2R oA3s5(41T(l/2R OA3s5)1/2 

(D8) 

(D9) 

(p(x, p) e 

-----7 O. 

(D9') 

(DlO) 
a-+O 
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1"(s ) == [a 2f J = s5 - 6s ox + 6(x2 + 2p2) 
o as2 -2R A s5 

So 0 3 0 

(Dll) 
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applied. However, these factors will cancel out later 
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cause of the simplifying conditions behind Eq. (Dl) 
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(l/ « 1. It is noted that the peak of exp[j(so)/(l/2] 
broadens as So increases. However, it can be shown 
that the saddle-point approximation is quite good by 
demonstrating that 

{[h"(s)/h(s)] (2(l/2ROA3s3)}1/2« 1, 
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-a2k 2 LS 

h(s) = e 0 /21T(l/2ROA3S3; 
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Recurrence Formula for the Veneziano Model N-Point Functions 
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A recurrence formula is deri'led for a function which reduces to the Veneziano model (n + 3)-point function. It 
is shown that the formula is equivalent to, but is more self-contained than, the Hopkinson and Plahte formula 
in that it does not require the prescription for the parameters involved. 

The extension to the n-point functions of the Vene­
ziano's four-point function was accomplished either 
by generalizing the integral representaJion for the 
beta function which comprises the essential ingre­
dient of the four-point function l ,2 or by generating a 
recurrence formula for the n-point function. 3 In the 
latter approach, the authors attempted to justify the 
formula for arbitrary value of n after showing, 
through introduction of the integral representation 
for the beta function, that the formula produces the 
already known integral expressions for the cases of 
n = 5,6, and 7. The recurrence formula which has 
apparently been discovered on a heuristic basis is 
not necessarily very transparent, as the authors 
themselves admit it, especially in connection with the 
definition of their variables xij • 

Recently it was pointed out that the generalized 
Veneziano amplitudes may be regarded as the boun­
dary values of a class of generalized hyper geometric 
functions that are Radon transforms of products of 
linear forms. 4 In a work by the present author which 
shows that the amplitudes possess a structure simi­
lar to that of the Lauricella'S hypergeometric func­
tions,5 he has made an iterative use of a recurrence 
formula for the amplitude. 6 

The purpose of this note is to point out that the 
author's recurrence formula obtains itself in a quite 
natural manner such that for a special choice of the 
variables, it reproduces the formula proposed in Ref. 
3 without requiring any prescription for the para­
meters involved therein. 

To begin our discuSSion, let us consider a function Vn 
of variables U'ij defined as below; 

v,,(aOl> a 02 "" ,aOn ; all' a l2 ,··· ,a ln ; 

a 21 , a22"" , a 2 ,n-l; a 3l ,··· ,a 3,n-2;"'; 

an-l,l' a n- l ,2; anllw02,W03,'" 'WOn; 

U'!3,'" ,Wln ;··· ;Wn-2,n) 

= i 1 
••. 11 IT Idu .u .aoi-l(l -U.)"'li-J 

o 0 iel I I I I 

X A 1-Ui(Wi-ki1l2ui_]_I)]"'k,i-k+l1. (1) 
1>2 \'. j cO \ 

When the parameters aij are regarded as functions 
of the momenta Pi' i = 1, 2, ... , n + 3, of the external 
particles, it will be seen that Vn for wi] = 1 can 
readily be related to the known integral representa­
tion for the (n + 3)-point function. 7 

In carrying out the multiple integrations in Eq. (1), 
use has been made in Ref. 6 of the following recur­
rence formula: 

Vn(a01"'" ()IOn; a 1l , •.• , ()Iln;"'; anI 

Iw02"" ,WOn ;Zi'13"" 'Wln;'" ;Wn-2,n) 

_ '" (()IOn,i3 n ,n-l) 
- B(()IOn' ()lIn) L.J 

(()IOn + ()Iln,i3n ,n-l) 

(- ()I2n-l,r 2n- 1 )" .(- ()Inl,rnl ) 
X . . 

(1, r2 .n- 1 )· •• (1, rn1 ) 

X (Wn-2,n)"'2.n-l (Wn--3,n)"'3,n-2 . " (U'On)rnl 

X Vn- 1 (QlOl + i3 nl , • . " ()IO,n-l + f3 n ,n-l; ()Ill" .• , 

al,n-I;' .. ; Qln-I,llw02 " .. 'WO,n-I;Wl 3"" 'W1,n-l; 

'" ;U'n- 3,n-I)' (2) 

In Eq. (2) the summation is over the integers between 
o and cc of the indexes r i ], B stands for the beta 
function, (a, r) under the summation symbol is writ­
ten for r (()I + r)/r(a), and f3pg are given by 

f3pq = t rk,p-k+1 for {~~~,t::::;-l' (3) 
k=p-q+l 

Our task in what follows is to show that when w ij = 1, 
Eq. (2) reduces to the recurrence formula for the 
N-point function BN(x) in Ref. 3 as given below: 

( 

N-3 

X B4 x N- 2 ,N-I,xN- I ,N + i~ ki'N-~ BN-I(X'), (4) 

where 
Xi] = - ()I(Si) with Si] = (Pi + Pi+l + ... + p])2, 

Zi) = Xij - Xi +1,) - Xi,j-I + Xi+l,j-lt 

and x[j are defined according to certain rules (given 
in a tabular form) which will not be reproduced here. 
More noteworthy of the present formula is the fact 
that Eq. (2) is self-contained such that in contrast to 
Ref. 3, there is required no prescription for defining 
the parameters of the function Vn- l which corresponds 
to BN- l of Eq. (4). 

In order to achieve the above we have to establish the 
relation between our par:imeters Qlij and those of Ref. 
3. For this purpose let us note first that the external 
lines are labeled 1,2, ... , n + 3 both for the (n + 3)­
point function in Ref. 1 and for Vn in the present 
paper, while they are labeled 0, 1, ... ,n + 2 for the 
(n + 3) -point function Bn+l of Ref. 7. Further, we note 
that the integration variables u l ,u2"" ,un in Ref. 7 
and the present paper may be made to correspond to 
U12,ul3" •• ,U1,n+l of Ref. 1. With this in mind one 
can compare Eq. (1) with the corresponding expres­
sion that follows from the representation for Bn+3 (x) 
of Ref. 1 through rearrangement of the integrand. 
Namely, by intro~ucing xij = - aij - 1 from Ref. 1, 
where we write ()Iij for a ij = a(sij) of Ref. 1, it be­
comes possible to express our ()Iij in terms of akm • 

If we further write ~ij = - (iij with ~ii == 0 and 

~ij = ~ij - ~i+l.j - ~i.j-I + ~i+l,j-l> (5) 

where ~ ij and t;; ij stand for Xij and ZiP respectively, of 
Ref. 3, it follows that 
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and 

(lIOi = ~i.i+l ! 
(lIli = ~i+l.i+2 

for i=I,2, ... ,n 

(lIki = ~i+l.i+k+l for k = 2,3, ... ,n 

and i = 1, 2, ... , n - k + 1. 

(6) 

(7) 

That the integral in Eq. (1) reduces for W iJ = 1 to Bn + 1 

of Ref. 7 can be seen from the observation that our 
pi,i = 1,2, ..• ,n + 3 correspond to Pi' i = 0,1, ... , 
n + 2 of Ref. 7 and through specialization of the rela­
tion a(si) = (lI'Sij + (lIi~ of Ref. 1 to the form bS ij + a 
as is done in Ref. 7. 

Although we have connected our parameters to those 
of Ref. 3 in Eqs. (6) and (7), the precise correspon­
dence between Eqs. (2) and (4) cannot be considered 
complete until the arrangement of ~ij in BN(~) of 
Eq. (4) is unambiguously established. [In Ref. 3 this 
arrangement has been left out unstated, which fact is 
responsible in part for requiring the somewhat 
troublesome rules for determining x' in BN-l(X') 

which should have really been unnecessary, as will 
be shown below.] 

Let us suppose that the correspondence between Vn 

in this paper and BN , for N = n + 3, of Ref. 3 is given 
by the following: 

v" ((lIOl, ... , (liOn; (lI11,' .. , (lIln; (lI21>' .. , (lI2.n-l;···; 

(lInl iw02"" 'WOn;'" ;wn- 2.n ) 

~ B n+3(h2' ~23" .. , ~n+l,n+2; h3' ~24" .. , 

~n.n+2; ~l4' ~25"" '~n-l,n+2;'" ; h ,n+l> ~2.n+2)· (8) 

Then the transition from Vn to Bn+3 and vice versa can 
be effected on a firm basis by referring to Eqs. (6) 
and (7). 

With the help of Eq. (8) we now can translate Eq. (2) 
into a formula which is given in terms of the function 
BN: 

B n+3(h2' ~23"" '~n+1.n+2; ~l3' ~24"" , 

~n.n+2; ••• ;~ l.n+l'~2 .n+2) 

1 Chan Hong- Mo and Tsou Sheung Tsun, Phys. Letters 28B,485 
(1969). 

2 C. J. Goebel and B. Sakita, Phys. Rev. Letters 22,257 (1969). 
3 J. F. L. Hopkinson and E. Plahte, Phys. Letters.28B,489 (1969). 
4 A. C. T. Wu, J. Math. Phys.12, 2035 (1971). 
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= 6 (- ~n,n+2,r2.n-l)··· (- ~2,n+2,rnl) 
(1, r2 ,n-l)· •• (1, rnl ) 

xB4(~n+l,n+2' h,n+l + f3n,n-l) 

x B n+2 (h2 + f3nl , ~23' .• " ~n,n+l; h3 + f3n2 , 

~24"'" ~n-l, n+l;···; ~ln + f3n .n- l , ~2.n+l)· (9) 

Note that we wrote B4 for B, and use was made of the 
following relation in obtaining Eq. (9): 

B( (lI On' (lIln) ((lI On' f3n .n- l )/((lI On + (lIln' {3n.n-l) 

= B((lIln' (liOn + f3 n .n - 1). 

That Eq. (9) is identical to Eq. (4) with N = n + 3, 
X -7 Land z -7 ~,can be checked easily. This estab­
lishes, therefore, that the order in which x ij appears 
in BN(X) of Eq. (4), which was not stated explicitly in 
Ref. 3, should be exactly as is displayed in Bn +3 of 
Eq. (8) 

We emphasize that the recurrence formula for the 
(n + 3) -point function, Eq. (9), as derived from Eq. (2) 
is complete as it stands and requires no rules for 
defining the parameters of the function Bn+2' In con­
nection with the table for xi) of BN- l (x') in Ref. 3, we 
note that not all the entries in the table are actually 
needed for the recurrence formula. In fact, what is 
needed is only that portion of the table for i = 1, 
j < N - 2 and i > 1, j .0; N - 2 because, as may be 
seen from the arguments of Bn+2 in Eq. (9), we require 
only h) for j < N - 2 = n + 1 and ~ ij with i > 1 for 
j .0; N - 2 = n + 1. Moreover, there arises no need 
for including in the table the re lation Xl . = Xl· + 
6r

l 
ka,N_l,for j = N - 2, unless we unn~cess~rily 

rewrite the argument XN-1.N + L-~-3 ki,N-l in B4 of 
Eq. (4) as xl,N-2 + 6~-3 ki,N-l = Xi.N-2' Finally, it is 
noted further that xi} for i > 1 and j = N - 1 should 
have not been included in the table since no such 
variables are actually involved in the recurrence 
formula for BN(x). 

5 P. Appell and J. Kampe de Feriet, Fone/ions izypergeornetriques 
e/ hvpersj,heriques-poiynomes d'Hermile (Gauthier- Villars, 
PariS, 1926), p.114. 

6 K. Mano, J. Math. Phys.13,1136 (1972). 
7 K. Bardakci and H. Ruegg, Phys. Rev. 181, 1884 (1969). 
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A general method is described for finding linear inequalities relating physical properties of an ensemble 
which can exist only in a finite number of states. This algorithm is used to solve a few examples of the fixed­
N and variable-N Slater hull problem and the fixed-N Boson hull problem. Interpretations of the results are 
made in terms of boundary conditions for fermion and boson reduced denSity matrices. pair distributions of 
lattice vacancies, and pair distributions of spins in an Ising model. 

INTRODUCTION 

The distribution of particles among orbitals in a 
wave function, the distribution of pairs of particles 
among pairs of orbitals, the Ising model of magnetism, 
the reaction rate of adsorbed atoms on a surface, and 
the distribution of vacancies in a lattice are quite 
dissimilar problems. In each of these cases, however, 
if one asks what could conceivably happen rather than 
what does happen, a similar mathematical problem 
arises. Solution of this problem gives certain bounds 
on the results which may be of interest in cases 
where exact solutions are not available. 

In order to formulate the mathematical problem, let 
us envisage a system which can exist in only a finite 
number of states labeled by K = 1,2, ... ,X. An 
example of such a system would be a set of sites la­
beled by IJ. = 1,2, ... , r where each site may exist 
in a finite number of discrete states kl1 = 1,2, ... , hl1 • 
The permitted configurations for this example can be 
labeled by K = {kv k2' .•. ,kr} where restrictions in 
the physics of the system may prevent certain com­
binations of the kl1 from occurring. 

If there exists a set of properties (operators in quan­
tum mechanics) {A~, (JI = 1,2, ... , d} of interest, one 
can arrange these into a column vector A *. Further, 
if AK denotes the value of A * in configuration K, a 
matrix A may be formed with the ~ as columns. 

In an ensemble each configuration will occur with 
probability wK determined by the physical laws go­
verning the system. These probabilities determine 
the ensemble average A. of A. * according to the rule 

or 

A. = Aw, 

where w is a column vector of the WK' 

( 1) 

(2) 

The problem to which this paper is addressed may 
now be stated as follows. What, if anything, can be 
said about A independent of any knowledge of the wK ? 
Or more preCisely, what are the limitations on A so 
that it is compatible with Eq. (2) subject only to the 
conditions 

(3) 

and 
(4) 

One restriction is immediately apparent. Since Aa is 
an average of the Aa,K' 

(5) 

That there are usually other restrictions is also 
apparent from the consideration that, if A1 is at its 
maximum value, then A2 is restricted to lie in the 
range spanned by the A2. K for which A1. K equals A1' 
Two properties would be independent only if every 
value of one property occurred for each value of the 
other. 

REDUCTION TO STANDARD FORM 

The problem, as stated, is well known in the theory of 
convex sets.1 No general solution is possible; but 
there are several algorithms available which will 
solve any specific case of interest. In order to use 
these algorithms, however, a slight modification of 
A is usually necessary. 

The set of values of A defined by (2) lie in a d-dimen­
sional convex polytope. That is, this set is convex so 
that if A a and Ab are two possible values of A, then 
every A of the form 

A=aAa+bl. b 

with a, b 2: 0 and a + b = 1 is also a possible value 
of A. Moreover, because this convex set is the closed 
convex hull of the A K which are finite in number, it 
is a polytope whose vertices are a subset of the A K' 

Now suppose an additional variable Ad +1 is introduced 
in the A vector with Ad +1. K = 1 for all K. Then the 
condition 6 WK = 1 is equivalent to 

(6) 

Hence the convex set of interest may be regarded as 
the intersection of the convex polyhedral cone de­
fined by 

AW=A, 

W2:0 

(7) 

(8) 

(where W 2: 0 means every w K 2: 0) in a (d + I)-di­
mensional space with the hyperplane Ad + 1 = 1. Since 
A = 0 does not lie in the hyperplane Ad +1 = 1, this 
convex cone is pointed with apex at the origin.2 

The condition that A lies in the desired convex cone 
may now be expressed as a set of linear inequalities 
by a well-known theorem from linear programming1 
which states that there exists a nonnegative solution 
W satisfying 

AW=A (9) 

if and only if for every y satisfying 

yT A2: 0, (10) 
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necessarily 

(11) 

The necessity of this condition is obvious since mul­
tiplication of (7) by yT gives 

yTAw = yTA, 

and yT A and ware both nonnegative. Sufficiency can 
be established by noticing that yTA = 0 is the equa­
tion of a hyperplane which divides the (d + I)-dimen­
sional space into two half spaces. Equations (10) and 
(11) then state that each A K is in the same half space 
with A. If A lies outside the cone defined by the A K' 

then it is always possible to construct a hyperplane 
with all of the A K on one side and A on the other. The 
y defining this plane would then satisfy yT A ~ 0 and 
yTA < 0 contrary to the hypothesis. 

If a y exists such that yT A = 0, then both y and - y 
satisfy (10). Equation (11) then becomes 

(12) 

This is equivalent to saying that if 

l:= YaA.x.K = 0 

for all K, then the ensemble average must also satis­
fy this equality. Thus, if some of the A~ are linearly 
dependent, they may be eliminated since the corres­
ponding Aa must be given by a known linear combina­
tion of the independent A'S. Let us assume, henceforth 
that this reduction has been made. If A was originally 
of rank s, then d + 1- s of the Aa can be eliminated. 
After the reduction the dimension of A is s, and the 
number X of configurations K is not less than s. 
Further, at least one subset consisting of s of the X 
columns of A are linearly independent, and one such 
subset may be assumed to be the first s columns of 
A. The problem is thus reduced to the form 

AW=A (13) 

where A is an s x X matrix (X ~ s) and the first s 
columns of A are linearly independent. The convex 
cone of these A with apex at the origin is pointed and 
of full dimension (Le., it occupies a nonzero volume 
in this s -dimensional space). Even though many of 
the A K may be interior to this cone and, hence, not 
essential to its definition, no method exists for elimi­
nation of these A K in advance of solving the problem. 

ALGORITHMS 

The actual algorithm used for the calculations pre­
sented here will be published separately. The general 
considerations involved in constructing an algorithm 
are of some interest, however. 

If two vectors Y1 and yz satisfy (10), then so does 
a1Y1 + azyz with a1' az ~ O. Hence the vectors y also 
form a convex polyhedral cone (called the polar to 
the A-cone). Since Y1A ~ 0 and yIA ~ 0 imply (a1Y1 + 
azyz) TA ~ 0, only the extreme rays of the Y cone 
generate nonredundant inequalities (extreme rays may 
be defined by the condition that they are not express­
ible as nonnegative linear combinations of other rays 
of the y cone). Hence a complete set of nonredundant 
conditions on A can be found by computing the ex­
treme rays of the y cone. 
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It is easily seen that the extreme rays of the y cone 
are normal to the (s - I)-dimensional faces, Le., 
facets, of the A cone. In other words, there is one 
nonredundant inequality corresponding to each facet 
of the A cone. The inequality associated with a par­
ticular facet simply says that A lies on the same side 
of that facet as do all of the AK • Thus this procedure 
restricts A by requiring that it be interior to all of 
the facets of the A cone. 

A heuristic algorithm for finding all of the facets of 
the A cone would be to construct the hyperplanes de­
fined by each s - 1 independent columns of A together 
with the origin. Even though the intersection of most 
such hyperplanes with the A cone would be interior to 
this convex cone, a search through all ( s ;& 1) such 
hyperplanes would produce all the facets. Polytopes, 
and thus convex polyhedral cones, are known with the 
number of facets as low as s [(s - 1) - simplices] to 
as large as ~2 (J1:-~~-1) for cyclic polytopes. z If the 
A K are chosen as random numbers, then almost all 
cones have 2 + (s - 2) (X - s + 1) facets. Since the 
number of facets is clearly a negligible fraction of 
the number of s - 1 subsets of the columns of A, this 
algorithm is not feasible. 

Viewing the extreme rays of the y cone as normals to 
the facets of the A cone suggests that the column vec­
tor 11 = ATy should be given further consideration 
since 11 ~ 0 and TJ K = 0 if the facet contains A K' It is 
easily established that y is extreme if and only if 
there exists no other y' such that {i ITJ; = o} C 

{i I TJi = O}. That is, y is extreme if the set Z = 
{i I TJi = o} is maximal. 1,3-5 

A variant of the double-description algorithm based 
on the maximal property of Z is the most efficient 
known algorithm for constructing the facets.4,5 This 
method proceeds by calculating the 11 corresponding to 
extreme y rays. The main defect of this algorithm is 
that it generates all of the 11 vectors simultaneously 
so that the memory capacity of computers becomes a 
severe limitation when the number of extreme rays 
exceeds 105. Also, any symmetry present in A cannot 
be used to simplify the problem. 

A third algorithm which allows sequential calculation 
of the facets of the A cone has been devised. 6, 7 This 
is based on the fact that each (s - 2)-dimensional 
"edge" of a facet is common to exactly one adjacent 
facet. Rotation around the edges of a facet will pro­
duce a list of adjacent facets. Rotation around the 
edges of these will produce still more facets. Con­
tinuation of this process eventually yields all facets. 
While this process is redundant since each facet will 
be generated as many times as it has adjacent facets, 
the algorithm has the advantage that the facets are 
found sequentially so that some can be found even if 
all cannot. Also, if symmetry is present so that facets 
fall into equivalence classes, only adjacent facets to 
one facet from each equivalence class need be found 
in order to guarantee finding representative facets 
from all equivalence classes. 

APPLICATIONS 

A. The N-Representability Problem for Fermions 

A wavefunction for a system of N indistinguishable 
fermions may be approximated by a finite linear com­
bination of Slater determinants. These determinants 
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may be represented in terms of a set of r orthonor­
mal spin-orbitals as 

,f, - (NI)-1/2det{,f, ,f, ••• ,f,} 
'i'K-' 'i'kl 'i'kz 'i'kN' 

(14) 

where 

or as 

¢K = Inl1Zz '" n), (15) 

where n i = 1 if i E K and 0 otherwise. The reduced 
second-order density matrix ri/i and first-order den­
sity P i/i for a wavefunction 1/1 are defined by 

ri/i(I, 2; 1',2') = (~) J 1/1(1,2,3,"', N) 

x1/l(1',2',3, ... ,N)dX3 ···dXN , (16) 

pi/i=2(N-l)-lJri/i(1,2;1',2)dX2 , (17) 

where 

(18) 

(19) 

If the Hamiltonian for the system is a linear combina­
tion of only one-body and two-body operators, the 
energy is easily expressed in terms of ri/i' If the 
boundary conditions for r i/i were known, an arbitrary 
function r obeying these boundary conditions could be 
substituted into the energy expression and varied to 
obtain an upper bound on the ground state energy. 
The problem of determining these boundary conditions 
is known as the pure-state N-representability prob­
lem. 

Less stringent boundary conditions result from con­
sidering an ensemble rather than pure states. For 

H ="6 h(i) +"6 g(i,j) 
i i<j 

and 

G(i, j) = g(i, j) + (N - 1)- l[ h(i) + h(j)], 

it is well known that 

becomes 

Ei/i = TrGri/i = J J (Gr~)l~l' dX1dX2 • 

2 ~2' 

The ensemble average of E over states of the same 
Ngives 

EN ="6 wi/i(1/IIHI1/I), 

'" 
where the probability of finding the system in state 
1/1 is w", (0::; w",::; 1;"6", wi/i = 1). In terms of the en­
semble density, 

rN ="6 w~ri/i; 
i/i 

this energy may be expressed as 

(20) 

Sin~e the minimum of EN is the same as the minimum 
of E i/i (both equal the lowest eigenvalue of H), it suf­
fices to restrict a trial r to obey ensemble conditions 
in calculating the ground state energy. These boun­
dary conditions are known as the N-representability 
conditions.B•9 

A further generalization is possible if E i/i is express­
ed as 

Since this expression has no explicit N dependence, 
the ensemble average can be carried out over wave­
functions of variable N. This gives 

E = Trgr + Trhp, 

where the sums 

r ="6wi/ir"" 

'" 
p = "6 w ",p"" 

i/i 

(21) 

(22) 

extend over wavefunctions of differing values of N. 
For some systems the minimum of E will coincide 
with the desired minimum of Ei/i' In every case the 
family of functions satsifying the representability 
conditions for variable-N ensembles contains the 
fixed-N ensemble and pure-state densities. 

The density matrices for the form (18) may all be 
expressed in the form 

where 

For ri/i the r ijkl can be evaluated as 

r.. ="6"6 C C* (K) k,l(J-k-l) (K-i-j) 
,}kl K J K JE i .j, ( K_i_j)E (J) E (J-k-l)' 

(23) 

(24) 

(25) 

where E k,.1'" ,~N is the generalized Kronecker delta 
1'" N 

defined as 0 if the set of subscripts differ from the 
set of superscripts and as (- 1) P if P transpositions 
are required to arrange the two sets in identical order. 

Alternatively, for riP' 

r ijkl = < 1/Iia k tal taja i 11/1), 

where a i is the usual annihilation operator associat­
ed with orbital i. The representability of a density 
matrix clearly depends only on the r ijkl rather than 
on any particular properties of ¢ ij' Since the rijkl 
are expressible as average values of the operators 
a,/ a l t aja i , the formalism introduced previously 
applies to these quantities. Hence, the r ijkl form a 
convex set whose interior may be described by a'set 
of inequalities. 

The difficulty with finding the boundary conditions on 
the rijkl in this formulation arise because the" con-
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figurations" in this ensemble are the wavefunctions 
tf; and, hence, are nondenumerable. Actually, from the 
introductory discussion it is clear that only the ex­
treme rays A K of the A cone need be denumerable 
(provided some way were available of enumerating 
just these and omitting all AK lying in the interior 
of the cone). Enough progress has been made in 
enumerating these extreme rays to show that they are 
nondenumerable. 10 

Nevertheless some progress can be made. For every 
Hermitian operator M, 

M =:0 mijkZaktaztapi' 
ijkZ 

with maximum eigenvalue m> and minimum m <, 

m < :s TrMr:s m > 

(26) 

gives two linear constraints on the r ijkZ ' For example, 
for ij '" kl, 

has eigenfunctions 

ij E K, k l '¢ K, J = {K - i - j + k + l} 

(ii) <I> L' L not appearing as J or K in (i). 

Some eigenfunctions of type (i) have eigenvalues ± 1 
while the rest of these and all of type (ii) have eigen­
value O. Hence, the real part of r ijkZ ' Re(rijk), is 
bounded by 

(27) 

Similarly 

M - ~'( t t t t ) - 21 a k a z api- a i a j aZa k 

gives a bound on the imaginary part of r ijkZ , 

- 1:::: Im(rijkz ) :s 1. (28) 

For ij = kl, a/a/a.a i becomes a product of number 
operators TJi = a/ai~ Clearly M = TJjTJi has eigen­
values 1 and 0, so that 

(29) 

The matrix elements r i 'kZ of rN may be shown to be 
bounded collectively as }well as individually. If one 
defines 

r t • r - Jr* (1 2' 1"2")r (1" 2"' 1'2')dX" dX" N N - N , , N" 1 2' 

then 

where 

Hence 

Tr(rj{' r N) = 6 Ir ij.kZ 12. 
ijkl 
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But r N may be regarded as the kernel of an Hermitian 
integral operator .11 This allows it to be written in 
diagonal form as 

(30) 

where the Y i are its eigenvalues and the Ii are its 
eigenfunctions. Since r N is positive definite by de­
finition, Y i ~ O. 

Also 

Trr N = :0 Yi = (~). 
Then 

Trr1' r N =6Y? 

= (:0 Y i) 2 - ~ YiY j 
P'} 

:s (:0Yi)2. 
Hence 

:0 1 r i }'kZ I2 :::: (2N)2. 
ijkZ 

(31) 

(32) 

If the fact that Y :::: N is taken into account,12 a stron­
ger result 

iBz 1 r ijkl 12 :s N (~). (33) 

is easily derived. Thus if the r ijkl are regarded as 
coordinates in a finite-dimensional unitary space, 
r N is a bounded convex set which may be taken as 
closed. Moreover, this bound is independent of the 
dimension (f)2 of the space. The variable-N ensem­
ble r is unbounded, however, in the limit of large r. 
Since for fixed finite r, N:s r for all states in the 
ensemble, the varaible-N ensemble is bounded by 

6 1 r i'kZ 12 :s r(r2) , (34) 
ijkZ ) 

There is a close connection between the A cone and 
the operator 

(35) 

In fact the conditions 

:0 m aA", ~ m< 

for all m", generate the complete set of inequalities 
defining the cone. 3 Further, the extreme rays of the 
A cone are contained in the family of eigenfunctions 
of M corresponding to nondegenerate minimum eigen­
values for all possible choices of m",. 

For the M of Eq. (26) this family of eigenfunctions is 
nondenumerable. Some progress in finding necessary 
conditions in the r ijkZ can be made, however, if a 
restricted form of M can be found with the property 
that the family of its nondegenerate ground state ei­
genfunctions is denumerable. Trivial examples of 
this were used previously to find bounds on r ijkZ' 

The most interesting restricted form of M found to 
date is the so-called Slater hull.s If M is restricted 
to the form (where Tfi = ata) 
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(36) 

the rPK themselves form the whole set of nondegener­
ate ground state eigenfunctions. Thus the A cone with 
A " = r " " = (1).1) .) has as its extreme rays 

') I) I) I ) 

(37) 

The algorithm described previously can be used to 
generate explicit conditions of the form 

(38) 

(39) 

from this A matrix. 

The relation between the Slater hull {r s} and {r N} 
and {r w} may be restated as follows. For any set of 
A .. = r·.·. which obey the Slate hull boundary condi-

I) 'J'J 
tions (38), it is possible to construct an element of 
{r N} and {r ~} with these values of Aii' Conversely, 
all elements of {r N} and {r .p} have diagonal elements 
which obey the Slater hull conditions. Thus the in­
equalities (38) contain all of the restrictions on the 
Aij which can be stated without reference to the off­
diagonal elements r ijkZ ' 

These assertions are easily demonstrated. 13 By 
definition 

(40) 

where r K is the density matrix of rP K' Since the in­
equalities (37) guarantee that for the given Aij a set 
of W K ? 0 do exist and (39) guarantees ~ W K = 1, any 
solution to (38) and (39) may be written in the form 
(40). But a r s of this form is by definition an element 
of {r N }. Further, all wavefunctions of the form 

l/; = ~..rw-;; eiaKrPK' 

where the 0' K are real arbitrary numbers give 

Conversely, if 1/1 =~CKrPK' then 

r ijij =~ICKI2Aij,K' 

If W K = 1 C K 12, then r s will have the same diagonal 
elements as r~. Similarly, if 

r N =~w~r~, 
~ 

then 

r .... =~W~~ICK ~ 1
2 A .. K 

l)l) .p K ' ') , 

= L;w KAiJ' K' 
K ' 

where w K =~~W~ICK.1j; 12. Since the w K obey the de­
finitions of probabilitie s, r s = ~ W K r K will have the 
same diagonal elements as r N' 

In other w.ords, while {r N}' {rs}, and {r.p} differ in 
the full (2')2-dimensional space of the rikl' the pro­
jection of each of these onto the (2)-di~ensional 

space of the r .... is identical. Further,aunitarytrans­
formation amo'lJi the basis spin-orbitals rP i generates 
a rotation of axes in the r ijkl space,14 Such a trans­
formation defines a new {r s} whose projection onto 
the r' .. ·. space coincides with the projections of {r N} 

') I) . 

and {r .p}' Such transformations could be used to ge­
nerate additional inequalities for the elements of r N 

and r.p which would involve their off-diagonal ele­
ments. 

A special case of such transformations is permutation 
of the orbitals. Since a permutation merely relabels 
the orbitals, the inequalities (38) must transform 
into themselves under permutations of the orbital 
labels. This may be stated more mathematically by 
noting that a permutation (p on the orbitals rP i gener­
ates a permutation P on the rP ii and a permutation Q 

on the rP K' Hence, PA = AQ. If 

ATy = 1) 

then 

Hence y' = PTy satisfies ATy' =1/', (41) 

where 1/' = QT1/. 

Clearly if Y is normal to a facet of the A cone, then 
so is y' since 1/' will also have an extremal set of 
zero elements. 

Thus for each of the r! permutations of the permuta­
tion group of r objects, the inequality generated from 
PTy will be included in (38) if y is included. The vec­
tors y may, therefore, be grouped into equivalence 
classes15 {Yi1p/y = yJ under (Pr' The dimension 
of each class will be no larger than r!. Geometrically 
this corresponds to the fact that in the Slater hull 
each direction in space is equivalent as are all extreme 
rays of the cone. The facets of the cone are not all 
alike, however, and the number of different kinds of 
facets is the number of equivalence classes. 

A further Simplification can be made by noting that 
the configurations for N particles in r orbitals are 
in one-to-one correspondence with the configurations 
for r-N particles in r orbitals. This correspondence 
is most naturally established by the particle-hole 
transformation which associates 

rf. = 1 n1 n2 ... nr> 't'K.N 

with 

If for the r - N case one examines the properties 

(the pair occupation number for holes), then 

A;j.K ,r-N = (K,r - NI (l-1))(1-1)j) IK,r - N) 

= (K, r l1)i1)j IK, r> 

- A (43) - ij,K,N 

J. Math. Phys., Vol. 13, No. 10, October 1972 



                                                                                                                                    

1532 W. B. MeR A E AND E. R. D A V IDS 0 N 

so that A ~ _ N is identical to AN' Thus the inequalitie s 

must become 

(44) 

under this transformation. Equation (44) may be re­
written in the standard form 

(45) 

by the substitutions 

M(M-1)A;j,M = (M(M-1))-M«(M-1)(7]i + 7]j)) 

+ M(M - l)(7]i7]j)' (46) 

7] = 'B 7]i' 
i 

M(M - 1) = (7](7] - 1)) 

= 2'B (7] k7]I)' 
k<l 

or 

(M(M - 1) = 2'B Akl,M' 
k<l 

«(M - l)7]i) = «(7] - l)7]i)' 

= 'B (7] k7] i) , 
k>'i 

or 

«(M- l)7]i)='B Aki,M +'B Aik,M' 
k<l k> i 

(47) 

(48) 

Thus the inequalities for r - N particles may be easi­
ly derived from those for N particles. 

B. Results for the Slater Hull Problem 

The matrix elements of A for the Slater hull as given 
by Eq. (37) are easily evaluated by inspection. The 
(~) configurations may be ordered by defining K ~ L 
provided that the first element of kl < k2 ... < kN 
which differs from II < I2 .•• < IN satisfies kp < Ip' 

Thus for three particles in four orbitals, the configu­
rations can be ordered as 11110), 11101), 11001), 
10111). Similarly the Aij can be ordered listing Aij 

before Akl if i < k or if i = k and j < I. Thus for r = 4, 
the order would be 

(i,j) = (1,2) (1,3) (1,4) (2,3) (2,4) (3,4). 

Then for r = 4 and N= 3, 

(
1 1 0 0) 1 0 1 0 
o 1 1 0 

11.= 1001 . 
o 1 0 1 
001 1 

All other values of rand N may be handled just as 
simply. 

For N = 0 or 1, A == 0 and reduction to standard form 
gives one independent variable (from Ad +l) with the 
results 
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(49) 

For these two cases the variables 

Ai = (7]i) = Pii 

cannot be derived from the Aij by Eq. (48). For larger 
values of N, Eq. (48) shows that Ai are linearly depen­
dent on the Aij' Hence they need not be included in 
forming A since they would be eliminated in the re­
duction to standard form by the equality 

Also for N ~ 2, 

(N)-1 
Ad+l=l= 2 'BAkl 

k<l 

so the supplementary variable Ad+l is not needed. 

For N = 0, inclusion of the Ai in A still gives A = O. 
Reduction to standard form gives 

Ai = 0 (50) 

as well as Eq. (49). Mapping of the N = 0 case into 
the N' = r - N = r case by the particle-hole trans­
formation gives 

A' .. =l-A' -A. +A· =0 
~J.r Z,T },r zJ.r , (51) 

A' = 1- A· = O. 'f"r z.r 
(52) 

Solving these equations simultaneously gives the ex­
pected result 

Ai,r = 1, 

A.. = 1. 
'J,r 

(53) 

(54) 

For N =1, inclusion of the Ai in A gives A = (~). Since 
Ad 1 = 1 = 'B A i no supplementary variable need be 
in~luded in reduction to standard form. Elimination 
of the linearly dependent variables Ai' gives Eq. (49). 
The reduced A matrix A = 1 then give~ the in­
equalities 

(55) 

with trace condition 

Mapping these into N' = r - 1 gives 

1- Ai,r- 1 - Aj,r_l + Aij,r-l = 0 (56) 

and 

1- Ai,r-1 ~ 0 (57) 

which could be rewritten in standard form using (47) 
and (48). 

For N = 2, A = 1, and the inequalities become sim­
ply 

(58) 

Mapping Eq. (58) into N' = r - 2 gives 
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1 -.\. 2 - A 2 + A 2 2" O. l,r-- }tY- '/,j.r-
(59) 

This result (59) was previously derived by Yoseloff 
and Kuhn by a much more elaborate procedure.16 

For r - 3 2" N? 3, A has more columns than rows. 
Further, the rank R(A) of A is (~) so no equalities 
among the .\.ij exist. 

The fact that R (A) is maximal in these cases may 
easily be shown by induction on r. For r = N + 2, 
the induction hypothesis is certainly true because, as 
has been indicated, AN I 2,fo1 is the particle-hole map­
ping of the identity matrix of dimension (N 22). It 
may be shown that (with a slight renumbering of the 
rows and columns) 

A _ (Ar _1 ,N 
Y,N - 0 

AY - 1,N-l) 
(] , 

·,-I,N·l 
(60) 

where (] is the A matrix for the variables Ai' Because 
R (A,.1 ,N) is assumed to be maximal, it follows that 

But 

R(Ar,N) =R(Ar _1 ,N) + R(Or_l,N_l) 

= (Til) + R(Or_l,N_1)' 

_ (OS-I,M 
Os,M - 0 

OS-l M-l ) 
1, 1, , .. , 1 

Observing that 0 M~ 1 M is the particle-hole trans­
formation of an identity matrix and thus of maximum 
rank M + 1, a secondary inductive argument yields 
that R(O s ,M) = S. Thus 

R(Ay,N) = (T21) + r - 1 

= (;). 

No analytic solution for this general case of N 2" 3 is 
known although the form (60) of A suggests that some 
form of recurrence relation should exist. Some speci­
fic examples of A have been solved, however. Kuhn 
has published17 a solution for N = 3, r = 6. More 
recently Yoseloff13 has solved the N = 3, r = 7 case 
and has obtained 19 equivalence classes for N = 3, 
r = 8. 

By application of the algorithm outlined we have veri­
fied the previous results for N = 3, r = 6, 7,8 and 
have obtained partial solutions to the cases N = 3, 
r = 9 and N = 4, r = 8,9. The particle-hole trans­
formation was applied to obtain results for N = 4, 
r = 7; N = 5, r = 8,9; and N = 6, r = 9. The number 
of equivalence classes and inequalities found for each 
of these cases is shown in Table I. Question marks 
in Part B of this table indicate entries believed to be 
correct even though the calculation could not be com­
pleted. For each of these cases the number of equi­
valence classes was not increased by the last few 
facets scanned for neighbors. For example, in the 
N = 3, r = 9 case the entire list of 143 classes was 
found by computing neighbors to the first 58. Scans 
were completed for 66 additional facets without pro­
ducing any new ones. For the N = 4, r = 9 case no 
claim is made to completeness as only 195 of the 
1089 classes were scanned. 

Part A of Table I is included to show the great re­
duction which arises from use of permutational sym-

TABLE 1. Number of facets for the fermion fixed-N Slater hull. 

A. Total number of facets. 

rlN 
4 
5 
6 
7 
8 
9 

2 
6 
10 
15 
21 
28 
36 

3 

10 
70 
896 
5,2 x 104 

1. 2 x 107 

4 5 6 7 

15 
896 21 
5,8 x 105 5,2 X 104 28 
2,3 x 108 2,3 X lOB 1,2 X 107 36 

B. Number of equivalence classes. 

r/N 2 
4 1 
5 1 
6 1 
7 1 
8 1 
9 1 

3 

1 
4 
7 
19? 
143 ? 

4 

1 
7 
57? 
> 1089 

5 

1 
19? 
> 1089 

6 

1 
143 ? 

7 

TABLE II. Slater hull equivalence classes for N = 4, r = 7. 

A12 2> 0 
Al - Al2 2> 0 

1 - Al - A2 + Al2 2> 0 
1- Al - A2 - A3 + Al2 + A13 + A23 2> 0 

- 1 + Al + .\2 + A3 + A4 - A12 - A13 - A24 2> 0 
- 3 + 2Al + 2Az - .\12 + A34 + A37 + A45 + A56 + .\67 2> 0 

Al - A12 - A13 + A23 2> 0 

metry. For the larger values of rand Nj not only do 
the number of equivalence classes increase rapidly; 
but the fraction of them which have r ! distinct in­
equalities in the class also increases. Part A also 
emphasizes the essential futility, in hindsight, of this 
approach. It clearly would be impossible to use the 
2 x 108 inequalities from the r = 9, N = 4 case for 
any purpose. 

Most of the actual inequalities obtained for the fixed­
N fermion case are not tabulated here. The simplest 
of these (N = 3,r = 6,7,8) are well known and the 
rest, for the most part, are too numerous to publish. 
For interested readers they have been tabulated else­
where. 7 Table II gives the results for N = 4, r = 7 
which are relatively simple and, to our knowledge, not 
previously published. An additional example from the 
N = 3, r = 9 case is the inequality 

5'\'1,2 -- '\'1,3 - 4'\'1,4 + 8'\'1,5 + 2'\'1,6 + 2Al,7 + 2'\'1,8 

-A1,9- 4'\'2,3 + 5A2,4-'\'2,5-'\'2,6 + 5'\'2,7 

+ 5A2,8 + 2'\'2,9 + 5'\'3,4 + 5A3,5 + 5'\'3,6 - '\'3,7 

- '\'3,8 + 2'\'3,9- 4A4,5 + 2'\'4,6 + 2A4,7 + 8'\'4,8 

+ 5A 4,9 + 2A5,6 + 2'\'5,7- 4A5,8 + 5'\'5,9- 4A6,7 

+ 2'\'6,8 + 5'\'6,9 + 2'\'7,8 - A7,9 - '\'8,9 2" 0, 

which is interesting as one of the two equivalence 
classes in this case with the full 9! cardinality. This 
inequality is illustrative of the highly nonintuitive 
nature of the conditions imposed by the Pauli priQ.ciple 
on the pair occupation numbers. 

The number of inequalities in Table I can be compared 
with the number expected for various special poly­
hedral cones. For N = 4, r = 9 the Slater hull cone 
has (~) = 126 extreme rays in an (~) = 36-dimension­
al space. For a completely random selection of ex­
treme rays, one would expect ~3 100 facets (all 
none qui valent under permutations). The range for 
special polyhedral cones would be from a low of 36 
inequalities (one equivalence class, e.g., the positive 
orthant) if the Aij were independent properties to a 
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TABLE III. Factorable equivalence classes for the variable-N 
Slater hull. 

(III. 1) 

(each q = 2, 3, .. " r occur for a particular r 2': 2) 

(III. 2) 

(III. 3) 

(III. 2 and III. 3 occur for each q = 5,6, ... ,r for a particular r 2': 5) 

«(* l1i + 111 - 3) (* l1i + 111 - 4) 2': 0 (III.4) 

((~ l1i + 111 + 112 - 3) (* l1i + 111 + 112 - 4) 2': 0 (III. 5) 

«~ l1i + 2111 - 3) (~ 11; + 2111 - 4) 2': 0 (III. 6) 

(III. 4, III. 5, III. 6 occur for each q = 6, 7, ... ,r for a particular 
r 2': 6) 

maximum of nearly 1020 for the cone obtained from 
a cyclic polytope. 

One serious deficiency, beyond their complexity, with 
the fixed-N ensemble results is that the conditions 
for one value of rand N are generally not even neces­
sary for any other value s. Since every value of r, N 
must be treated separately, little is learned from one 
case which will apply to any other. 

C. Variable-N Ensemble and Variable-N Slater Hull 

For variable-N ensembles, the Aij = (17/1·), Ai = 
(17 i)' and AO = 1 are linearly independent ~ariables. 
Reasoning as for the fixed-N case leads one to con­
sider the convex hull of the 2r configurations cP K = 
I nln 2··• n r ), n i = 0 or 1, since each of these cP K 
gives a AK on an extreme ray of the A cone. Clearly 
all r, r N' and r>l> have diagonal elements which obey 
the variable-N Slater hull conditions. Any set of Ai 
and Aij which obey these Slater hull conditions can be 
used to construct an element of r (but not necessarily 
of r N or r >1»' Thus these conditions are somewhat 
weaker than for the fixed-N case. 

One relation to the fixed- N case should be noted. If 
for fixed r, N one considers the properties Aij = 
(17i17 j ) and Ai = (17) for i < j < q, the resulting A ma-
trix will be identical to the variable-N Slater hull ma­
trix for q orbitals provided all occupancies of the 
first q orbitals are possible. That is, for q ::s Nand 
q::s r - N, the variable-N Slater hull conditions give 
all of the information which can be stated about these 
~"i" without explicit reference to any A ij with i > q. 
A§ a result, it is not surprising that the variable-N 
inequalities for any q are found as a subset of the 
fixed-N inequalities for all N?: q and r - N?: q. 

By the reasoning used in the previous paragraph it 
is easy to establish that the inequalities found for 
one value of r in the variable-N case are at least 
necessary for all larger values. Further, the in­
equalities found so far have the property that each 
equivalence class of inequalities found for one value 
of r reappear as equivalence classes for all larger 
values considered. 
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Thus the variable-N inequalities are of considerable 
interest since calculation of these for one r gives a 
partial solution for all higher r and for some fixed­
N, r cases. The solutions obtained also give neces­
sary, even if not extreme, conditions for all density 
matrices. 

There is an additional symmetry feature present in 
the variable-N case besides the obvious permutation­
al symmetry. The change of variables produced by 
replacing 17 i by 1 - 17 i for i E { i l' •• i p} everywhere 
that these 17,' appear in the definition of A· and A .. , I) 

leaves the A matrix unchanged except for a permu-
tation Q of the columns. Since these new variables 
A' are just linear combinations of the previous A, one 
can write A' = RA = AQ. Clearly, if v corresponds 
to a facet of the A cone, so does Ry for each of the 
2r possible operators R. Hence an equivalence class 
may be defined as 

{y' Iy' = RPy}, 

where R is generated by a partial particle-hole 
transformation and P is generated by a permutation 
<P on orbital labels. A previous paper which reported 
results for r = 2,3,4 overlooked this type of sym­
metry and included more results than necessary. 3 

A further Simplification was conjectured in the pre­
vious work3 by noting that the inequalities found for 
r ::s 4 could all be factored into a form permutation­
ally equivalent to 

«~17i - i~l 17i - t)(t17i - El17i - t - 1)?: o. (61) 

It was hoped that all inequalities might factor into 
this form. By judicious use of partial particle-hole 
transformations, all expressions of this form can be 
changed to a form chosen as the standard represen­
tative of this equivalence class 

(62) 

where 

Unfortunately the conjecture of this previous paper 
is not true. Calculations for r = 6 have revealed addi­
tional factored forms as well as many inequalities 
which do not appear to factor. Table III gives repre­
sentative inequalities from all of the factorable equi­
valence classes with q = 6. Each of these classes 
was found to occur for all r ? q. Each of these class­
es, the new ones generated by placing q = 7 in the 
representative forms, and some additional new class­
es occur for r = 7. Table IV gives a list of the non­
factorable classes for r = q = 6. No nonfactorable 
classes occur for r ::s 5. The results shown in these 
tables are certainly complete through r = 5 and are 
probably complete for r = 6. A list which is possibly 
complete for r = 7 (100 classes) is available else­
where. 7 

D. Pair Distributions of Particles in Lattice Sites 

If N particles (or vacancies) are distributed in r lat­
tice sites, the distribution of pairs is described by 
A " = (7).7).) where the brackets imply ordinary en-

') 1 ) 
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TABLE IV. Nonfactorable equivalence classes for the r = 6 variable- N Slater hull a. 

Yo Y2 Y.~6~~Yl:::2~~}~'1~3--=Y~Y15 ___ ~~ __ )'~ ___ ~~ __ ?!~~~_~~_~ __ .-J'3~_Y36_2i~ .. _2!~ ___ Y56 
6 
3 
5 
3 
2 
9 
6 
3 
3 
5 
6 
3 

-3 -5 -4 -3 -3 -3 2 2 1 1 1 3 2 2 2 2 1 2 1 1 1 
- 1 -2 -1 -2 -2 -2 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 
-4 -3 -2 -3 -2 -4 2 1 2 2 3 1 1 1 2 1 0 2 1 2 1 
-3 -2 - 1 -2 -2 -2 2 1 2 2 2 1 1 1 1 1 0 1 1 1 1 
- 1 -2 -1 - 1 - 1 -1 1 0 0 1 1 1 1 1 1 1 0 1 1 0 0 
-6 -8 -6 -4 -4 -4 5 3 2 2 2 5 3 3 3 2 2 2 1 1 1 
-5 -6 -3 -3 -3 -3 5 2 2 2 2 3 3 3 3 1 1 1 1 1 1 
-3 -2 -3 -2 -2 -2 2 3 2 2 2 2 1 1 1 2 2 2 1 1 1 

o 
-2 

-3 ·-2 
-3 

-2 -2 -1 1 0 1 0 -1 2 2 2 1 1 1 1 1 0 1 
-4 -3 -2 -2 2 1 1 1 0 2 2 2 1 1 1 1 1 1 0 

-3 -1 - 1 -3 -3 -3 0 1 1 1 1 -1 0 1 1 1 0 0 1 1 1 
- 1 -2 o -1 -2 -2 1 1 0 1 0 1 0 1 1 -1 0 0 1 1 1 

semble averaging over the (H) configurations of the 
system. Bounds on the Aij are clearly the same as 
for the fixed-N Slater hull problem. For large N 
and r these detailed bounds are of less interest than 
those which are true for all r and N(N and r are not 
known exactly anyway if r is of the size of 1023 ). 

Hence the variable-N results for low values of q are 
generally of most concern. These express necessary 
conditions on the Ai' which must be obeyed by any 
approximate schem~ for constructing the A ..• 

'J 

For many ensembles of interest all sites are equiva.­
lent and all A i are equal. The distances between sites 
i and j are not all the same, however, so all pairs are 
not equivalent. In this case the q = 2 class of in­
equalities contains 

A12 ~ 0, 

A12 ~ 2A - 1, 

(63) 

(64) 

(65) 

Combining these gives the weaker result 1 ~ A ~ O. 
The first inequality may be interpreted to mean that 
the probability of finding a pair of particles in sites 1 
and 2 is nonnegative. The second inequality says the 
probability of a pair of vacancies in these sites is 
nonnegative. The last inequality says the probability 
of a particle at one site and a vacancy at the other is 
nonnegative. 

Alternatively, these equations may be interpreted by 
introducing the deviation from a random distribution 

to give 

7. > - A2 'j - , 

T. > - (1- A)2 'j - , 

A(1 - A) ~ 7 ij' 

Clearly for A small this implies 

and for A large 

so that 7 ij approaches 0 for either A or 1 - A near 
zero. 

(66) 

(67) 

(68) 

(69) 

(70) 

(71) 

The q = 3 class of inequalities is more complicated. 

(72) 

(73) 

For ~ > A > -}, the first of the se is stronger than 
those obtained for q == 2. It is related to the fact that, 
when 3A requires more than one particle distributed 
between three sites, all three Ai' cannot be arbitrarily 
small. Inequality (73) represen(s a slight strengthen­
ing of (69) to account for the fact that A1 and A23 

cannot both reach their upper bound of A(1 - A) unless 
A12 is simultaneously large. 

Clearly for larger q, the restrictions modify finer de­
tails of the distribution while the interpretation gets 
more difficult. For q == 4, for example, the resulting 
set of restrictions are very difficult to visualize: 

712 + 713 + 7 23 + 714 + 724 + 734 

~ 2(- 3A2 + 3A -- 1) ± (1 - 2A), (74) 

712 + 713 + 7 23 - 714 - 724 - 734 ~ - max(A, 1- A), 

(75) 

712 - 713 - T 23 - 714 - 724 + 734 ~ - 2A(1- A). (76) 

E. Ising Model 

For the simplest Ising model 

H = 4 ~.I; S.S + 2 ~BS., 
i <j J ~ J i l 

(77) 

where the possible configurations are 2r states with 
S i = ± ~. The interaction J i' is different for each type 
of pairs of lattice sites i ana j. If the variables Ili = 
(2S i) and Ilij == (4S i S j) are introduced, 

E ==6.Jijllij + ~Blli' 
l<) Z 

Now if Ai = ~(1 + Ili) and Aij == ·Hllij + Ili + Ilj + 1), 
then the configurations generate the variable-N Sla­
ter hull A matrix. If it is assumed that allll i are 
equal, the inequalities just discussed can be rewritten 
in terms of Il and the Ilij as 

1 ~ 1112 ~ - 1 + 2 III I , 

ilz3 2" - 1 + 11112 + 1l13i, 

(78) 

( 79) 

1112 + 1113 + 1123 + 1114 + 1124 + 1134 2" - 2 + 411l1, 
(80) 

1112 + 1113 + 1123 - 1114 - 1124 - 1134 2" - 2 + 211l1, 
(81) 

1112 - 1113 - 1123 - 1114 - 1124 + 1134 2" - 2. (82) 
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For B = 0, 11 will usually be zero. In this case per­
fect alteration of spins on adjacent sites is possible 
so 11 ij can reach - 1. As I III increases due to an 
applied field, the spins align with the field and l1ij 
must be greater than 2 I 11 I - 1. For any set of three 
sites, if two pairs have perfect anti-correlation 
(1112 = 1113 = - 1), then necessarily 112 and 113 are 
instantaneously parallel so 1123 = 1. 

F. The N-representability Problem for Bosons 

A wavefunction for a system of N indistinguishable 
bosons may be approximated by a finite linear com­
bination of symmetrized product functions. These pro­
ducts may be represented in terms of a set of r spin­
orbitals as 

(h = (n 1!n2! •• • n r !)-1/2 (N!)-1/2S</>k
1 

(1) .•• </>kN(N), 

(83) 

where S is the sum over all permutation operators 
and the ni are the occupation numbers of the orbitals. 
If K is restricted to K = {I 5 k 1 5 k2 '" kN 5 r}, the 
</> K form an orthonormal set of size (r +fj -1), arrd 1J; 
may be written as 

(84) 

With the definition of r used for fermions, 

r = S k~l r ijkl</> ij(1, 2)</> kl(I', 2'), 
t-J -

where 

</> ij = 2-l/2{</> i(1)</> /2) + </> /1)</> i(2)}, 

</> ii = </> i(I)</> i(2). 

For r ~ 

r i 'kl =:6:6 C KCj EKJ ijkl' 
J K J 

i < j, 

(85) 

(85'a) 

(85'b) 

(86) 

EKJ ijkl = (~) J</>;/1, 2)</> K(I, 2, 3, ••• , N)</>j(I'2'3· •• N) 

x</> kl(I'2')dX1' •. dX NdX]dX2' 

KJ - EKEJ "-E ijkl - ij klUK - i-j.J- k-/l 

EK = (nKnK) 112 
ij t J ' 

i < j 

i = j. 

(87) 

(88a) 

(88b) 

Most of the methods used for elucidating the structure 
of fermion density matrices also apply to Bosons. For 
r N or r l/J' r ijij = Aij is bounded by 

i N(N - 1) 2> Aii = (i1)i(1)i - 1) 2> 0, (89a) 

i ~ j. (89b) 

Also 

i < j, k < l, (ij) ~ (kl), 
(90a) 

- i N[ t N(N - 1)]1 /2 5 Re(r iikl) 5 i N[ t N(N _1))112, 

k < I, (90b) 

- t N(N - 1) 5 Re(r iijj) 5 i N(N - 1), i ~ j (90c) 
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with similar bounds on Im(rijkl ). The set of Boson 
density matrices r N is a bounded convex set with 

:6 :6 Irijkll2 5 (~)2. (91) 
i5j kSl 

A Boson hull may be defined as the closed convex hull 
of the '\'ij.K associated with the </> K for a finite-dimen­
sional spin-orbital basis. It is easily seen that rN and 
r", have diagonal elements which lie in the Boson 
hull. Conversely, every element of the Boson hull 
corresponds to some element of {r

N
} and {r ",}. 

Clearly the Boson hull has the same permutational 
properties as the Slater hull. Consequently, its facets 
may be classified into equivalence classes. The par­
ticle-hole transformation, however, does not apply 
to the Boson case. 

G. Results for the Boson Hull Problem 

The case of r = 2 provides one of the few examples 
which can be solved analytically. If K (K = 0,1,2, '" 
N) is the occupation number of </> 1 in </> K' the rows 
(A11,A I2 ''\'22) of AT are given by 

Since all of the points lie in the plane 

'\'11 + '\'12 + '\'22 = (f), 
it is useful to change variables to the set 

t = '\'11 + A12 + '\'22 - (f), 
U = ('\'11 - A22 )(N- 1)-1, 

v = i[2'\'12 - '\'11 - '\'22 + (~)J. 
which gives 

(92) 

(93) 

(94a) 

(94b) 

(94c) 

'\"K = (tK'UK,V K) = (O,K- ~N,K(N-K)}. (95) 

Hence all of the configurations lie on the parabola 

v = - u2 + t N2. (96) 

The points enclosed by this parabolic boundary obey 
the conditions 

t = 0, 

V 2> 0. 

(97) 

(98) 

(99) 

The polygon enclosed by the convex hull of the AK is 
given by 

t = 0, 

V 2> 0, 

V 5 i N2 - 2(u - K + i N)(K + ~N) - (K - i N)2 

for K = 0,1,2, ... , N - 1. (100) 

Each of these latter inequalities is interior to the 
parabola only for 

K- tN5 u5 K+ 1- tN, (101) 



                                                                                                                                    

LIN EAR IN E QUA LIT I E S FOR DEN SIT Y MAT RIC E S. I I 1537 

and only in this range of u does the inequality in (100) 
form a part of the boundary of this Boson hull. The 
maximum error introduced by replacing the exact 
boundary by the parabola is 6v = t which occurs at 
u = K + ~ - ~ N. Since v would be expected to grow 
like N2 for most real situations, the relative error 
Av/1' might become acceptable for large N even though 
A v is constant. 

The case N = 2 is also solvable in closed form for 
any r. This gives simply 

i:::: j, (102) 

since A is a unit matrix in this case. 

The algorithm discussed earlier has been applied to 
the cases N = 3,4,5 and r = 3,4,5. Since no Boson 
results have previously appeared in the literature, 
some of these inequalities are given in Table V. As 
for fermions, these inequalities generally apply only 
to the r, N case for which they were derived. Table 
VI gives the number of equivalence classes found for 
each r, N. Complete tabulations of these results are 
available elsewhere. 7 

No results for variable N could be obtained by these 
methods since the A m4trix has an infinite number of 
columns if N is unbounded. The variable-N results 
would be interesting since it would give necessary 
conditions for all r, N. The conditions A ij ::::: 0 are 
probably variable-N inequalities. These cannot be 
all of the conditions, however, as the obvious result 

cannot be expressed as a positive combination of 
A ij ::::: O. 

Fairly strong inequalities of the type found for fer­
mions may be constructed for bosons. If {3 and (JI i 

are integers, then necessarily 

(103) 

since this expression is nonnegative on every con­
figuration cjJ K ("6 (JI iA i ,K is an integer so it cannot lie 
between {3 and (3 + 1). For (3 = r«(JIi1)i)] where [x] 
stands for the largest integer no larger than x, Eq. 
(103) is fairly strong as 

Examples of (103) are 

2Al1 + Al - 2A12 + 2A22 + A2 

+ (2{3 + l)(A2 - AI) + (3({3 + 1) ::::: 0 

and 

1 G. Hadley, Linear Pro!{rarnrning (Addison-Wesley, Reading, Mass., 
1962). 

2 B. Griinbaum, Convex Polytopes (Interscience, New York, 1967). 
3 E. R. DaVidson, J. Math. Phys.l0, 725 (1969), Sec. I. 
4 T. S. Motzkin, H. Raiffa, G. L. Thomps(ln, and R. M. Thrall, Ann. 

Math. Studies 28,51 (1953). 
5 D. A. Kohler, "Projections of Convex Polyhedral Sets," Ph. D. 

Thesis, University of California, Berkeley, California (1967). 

T ABLE V. Boson hull equivalence classes. 

(N = 2, any r) 

(N = 3,r = 2) V.l, V.2,and 

'\12 "" 2 

(N = 4, r = 2) V. 1, V. 2, and 

'\12 - '\11 "" 3 

(N = 5,r = 2) V.l, V.2, and 

'\12 - 2 '\11 "" 4 

'\12 "" 6 

(N = 3,r = 3) V.l, V.2 and 

'\12 + 2'\22 - '\23 + 2 '\33 0>: 0 

(N= 3,r = 4) V.l, V.2,and 

(V. 1) 

(V.2) 

(V.3) 

(V.4) 

(V.5) 

(V.6) 

(V. 7) 

(V. 8) 

2 '\11 + 2 '\12 - '\14 + 2 '\22 - '\24 + '\34 + 2 '\440>: a (V.9) 

2 '\11 + 2 '\12 + '\13 - '\14 + 2 '\22 + '\23 - '\24 + 2 '\44 0>: a 
(V. 10) 

'\12 + '\23 + '\24"" 2 

'\12 + 2 '\22 - '\24 + '\34 + 2 '\44 0>: 0 

(V. 11) 

(V.12) 

(V. 13) 

(N= 4,r = 3) V.l, V.2,and 

3 '\11 - '\12 - 3 '\13 + '\22 + 5 '\23 + 9 '\33 0>: 0 

'\11 - '\13 + '\23 + 3 '\33 0>: 0 

2 '\12 + 2 '\13 + '\11 "" 9 

3 '\11 - 2 '\13 + '\23 + 5 '\33 0>: 0 

6 '\11 - 2 '\12 + 2 '\22 + '\23 0>: 0 

'\12 + '\13 - '\11 "" 3 

TABLE VI. Number of equivalence classes for Boson hull. 

rlN 2 3 4 5 
2 2 3 3 4 
3 2 4 8 15 
4 2 8 41 244 
5 2 17 589 

2Al1 + Al + 2A12 + 2A22 + A2 

- (2{3 + l)(A2 + AI) + (3({3 + 1) ::::: 0 

for all integer {3. For {3 = [A 1 - A2] and [A 1 + A2], re­
spectively, these inequalities are rather sharp. It is 
likely that some of the extreme variable-N Boson 
inequalities may be of the form (103). 
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In this note the axially symmetric metric for stationary gravitational field, in a slightly general form, is dis­
cussed. The vacuum field equations for this metric are given. Specialization of this metric leads to a differ­
ent form of field equations previously discussed in literature. In particular, the Kerr metric is given in a new 
form. A justification for interpreting the Kerr metric as an exterior solution corresponding to a spinning rod 
or a rotating spherical body is given. 

1. INTRODUCTION 

Axially symmetric gravitational fields within the 
framework of general relativity have been investi­
gated by various authors from the early days of the 
theory. Earlier studies of stationary axisymmetric 
fields were carried out to determine the relativistic 
effects on the motion of a slowly rotating body. In 
particular an attempt was made to understand the 
nature of inertial forces. 1 

Recently, interest in the study of gravitational fields 
with axial symmetry has been renewed due to dis­
covery of massive astrophysical bodies known as 
quasars.2 These bodies release enormous amount of 
energy, which is believed to be a general relativistic 
effect of the collapsing star. When one looks for the 
effect of rotation on the course of collapse and the 
ultimate fate of the collapsed star, the study ofaxi -
symmetric fields becomes important. 

There is yet another important reason for the study 
of this class of fields. Aside from their important 
role in the study of gravitational radiation,3 their 
investigation is necessary for understanding the 
basic structure of the general relativity itself. Today, 
it is still a matter of controversy how to give a pre­
cise formulation of Mach's principle and whether 
general relativity includes Mach's principle or needs 
to be supplemented by boundary conditions or must 
be modified in order to be consistent with this prin­
ciple. 4 

In view of the above discussion, we present in this 
paper some of the properties of the stationary axi­
ally symmetric fields. We choose the stationary 
metric in a slightly general form, which we believe 
is a new approach to the problem. Special choices 
of a harmonic function allow the metric with axial 
symmetry to be expressed in different coordinate 
systems. In particular, we have shown that the 
Lewis - Papapetrou canonical metric can be obtained 
from our general metric. 

In Sec. 3 the formalism has been applied to the Kerr 
solution, which is the only known exact solution of 
the axially symmetric stationary problem represent­
ing the exterior field of a finite body. Discussion of 
this section throws interesting light on the shape of 
the material body whose external field is given by 
the Kerr metric. This has been discussed in the last 
section. 
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2. THE METRIC AND THE FIELD EQUATIONS 

The metric of a stationary space-time with axial 
symmetry may be taken as 

ds 2 = e 2u(dt + Wdcp)2 - e 2k - 2u [(dxl)2 + (dX2)2] 

- h 2e -2udcp2, (1) 

where U, w, k, and h are functions of xl and x 2 only. 
The justification for choosing the metric in this form 
is based to some extent on the Newtonian concept of 
axial symmetry. 5 This line element shows that the 
metric form is preserved under the simultaneous re­
flection of cp and t coordinates, Le., 

(CP,t) -7 (- cp, - t). (2) 

Because of this symmetry the cross terms between 
x l X 2 and cpt part of the metric are eliminated since, 
for instance,dxldt and dx 2dt would change sign under 
(2). Thus stationary flow is allowed in the cp direction 
only, and flow in xl and x 2 directions is excluded. 
The metric is, therefore, not the most general station­
ary line element. In addition to this reflection sym­
metry, the metric form is preserved under the con­
formal transformation of the x l X 2 plane. This trans­
formation may be expressed as 

z = xl + ix2 =j(x l + ix 2 ) =j(z). 

Under this transformation U and k transform like 
scalars (although their functional form will be 
changed) and 

e2kl_aj.af·e2k - az az . 

(3) 

(4) 

In addition, one should also demand that the solutions 
obtained from (1) be physically meaningful. This re­
quirement imposes two conditions on the metric co­
effiCients, namely asymptotic flatness and elementary 
flatness. 6 

The vacuum field equations for the metric (1) may be 
easily set up by calculating the components of the 
Ricci tensor. By a straightforward but tedious calcu­
lation we find that nonvanishing components of the 
Ricci tensor have the following values: 

Roo = - e4u-2k[u.ll + u. 22 + (u.lh. l + u. 2h,2) 

x (11k) + ~e4u(w21 - w 2z)/h Z ], (5) 
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In this note the axially symmetric metric for stationary gravitational field, in a slightly general form, is dis­
cussed. The vacuum field equations for this metric are given. Specialization of this metric leads to a differ­
ent form of field equations previously discussed in literature. In particular, the Kerr metric is given in a new 
form. A justification for interpreting the Kerr metric as an exterior solution corresponding to a spinning rod 
or a rotating spherical body is given. 

1. INTRODUCTION 

Axially symmetric gravitational fields within the 
framework of general relativity have been investi­
gated by various authors from the early days of the 
theory. Earlier studies of stationary axisymmetric 
fields were carried out to determine the relativistic 
effects on the motion of a slowly rotating body. In 
particular an attempt was made to understand the 
nature of inertial forces. 1 

Recently, interest in the study of gravitational fields 
with axial symmetry has been renewed due to dis­
covery of massive astrophysical bodies known as 
quasars.2 These bodies release enormous amount of 
energy, which is believed to be a general relativistic 
effect of the collapsing star. When one looks for the 
effect of rotation on the course of collapse and the 
ultimate fate of the collapsed star, the study ofaxi -
symmetric fields becomes important. 

There is yet another important reason for the study 
of this class of fields. Aside from their important 
role in the study of gravitational radiation,3 their 
investigation is necessary for understanding the 
basic structure of the general relativity itself. Today, 
it is still a matter of controversy how to give a pre­
cise formulation of Mach's principle and whether 
general relativity includes Mach's principle or needs 
to be supplemented by boundary conditions or must 
be modified in order to be consistent with this prin­
ciple. 4 

In view of the above discussion, we present in this 
paper some of the properties of the stationary axi­
ally symmetric fields. We choose the stationary 
metric in a slightly general form, which we believe 
is a new approach to the problem. Special choices 
of a harmonic function allow the metric with axial 
symmetry to be expressed in different coordinate 
systems. In particular, we have shown that the 
Lewis - Papapetrou canonical metric can be obtained 
from our general metric. 

In Sec. 3 the formalism has been applied to the Kerr 
solution, which is the only known exact solution of 
the axially symmetric stationary problem represent­
ing the exterior field of a finite body. Discussion of 
this section throws interesting light on the shape of 
the material body whose external field is given by 
the Kerr metric. This has been discussed in the last 
section. 
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2. THE METRIC AND THE FIELD EQUATIONS 

The metric of a stationary space-time with axial 
symmetry may be taken as 

ds 2 = e 2u(dt + Wdcp)2 - e 2k - 2u [(dxl)2 + (dX2)2] 

- h 2e -2udcp2, (1) 

where U, w, k, and h are functions of xl and x 2 only. 
The justification for choosing the metric in this form 
is based to some extent on the Newtonian concept of 
axial symmetry. 5 This line element shows that the 
metric form is preserved under the simultaneous re­
flection of cp and t coordinates, Le., 

(CP,t) -7 (- cp, - t). (2) 

Because of this symmetry the cross terms between 
x l X 2 and cpt part of the metric are eliminated since, 
for instance,dxldt and dx 2dt would change sign under 
(2). Thus stationary flow is allowed in the cp direction 
only, and flow in xl and x 2 directions is excluded. 
The metric is, therefore, not the most general station­
ary line element. In addition to this reflection sym­
metry, the metric form is preserved under the con­
formal transformation of the x l X 2 plane. This trans­
formation may be expressed as 

z = xl + ix2 =j(x l + ix 2 ) =j(z). 

Under this transformation U and k transform like 
scalars (although their functional form will be 
changed) and 

e2kl_aj.af·e2k - az az . 

(3) 

(4) 

In addition, one should also demand that the solutions 
obtained from (1) be physically meaningful. This re­
quirement imposes two conditions on the metric co­
effiCients, namely asymptotic flatness and elementary 
flatness. 6 

The vacuum field equations for the metric (1) may be 
easily set up by calculating the components of the 
Ricci tensor. By a straightforward but tedious calcu­
lation we find that nonvanishing components of the 
Ricci tensor have the following values: 

Roo = - e4u-2k[u.ll + u. 22 + (u.lh. l + u. 2h,2) 

x (11k) + ~e4u(w21 - w 2z)/h Z ], (5) 
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Rll = k,ll + k,22 - U,l1 - U,22 + 2u,~ - [h,l(k,l + U,l) 

+ wj(e 4u/2h) - h,ll - h, 2(k,2 - u,2)1/h, (6) 

Rz2 =k,l1 + k,22 - U,ll - u,22 + 2uj + [h,l(k,I-U,I) 

- wJ(e 4u /2h) + h,22 - h,2(k,2 + u,2)]!h, (7) 

RI2 = 2u,lu,2 - [k,2 h,l + k,lh,2 

+ (w ,Iw,2e4u/2h) - h, 12l1h, (8) 

R30 = wRoo - [2(U,IW,1 + u,2w ,2)+ 1(W,1l + W,22) 

- (W I hI + W 2h 2)/2h]e 4u- 2k , (9) '. " 

R33 = 2wR30+ Roo(h2e-4u - w2) + h(h,ll + h,22)e-2k, 

(10) 
We note that 

R8 + R~ = - (l!h)e 2u - 2k \l2h, (11) 

Now the field equations for empty space can be easily 
set up. However, not all the components of the Ricci 
tensor give independent field equations. These are 

U,11 + u,22 + [(u,lh,l + u,2h ,2) 

+ e 4u(wj + w,~)/2h]!h = 0, (12) 

W,l1 + W,22 + 4(W,lU ,I + W,2U ,2) 

- (W Ih 1 + W 2h 2)/h = 0, 
• I ., 

2(u,~ - uj) + [2(k,lh,l - k,2h,2) + h,22 - h,ll 

+ e 4u(wj - wj)/2h]/h = 0, 

2u,lU,2 - [k,1 h,2 + k,2h ,I - h.12 + W,lW,2 

x e 4u/2h]/h = 0, 

h,lI +h,22=0. 

(13) 

(14) 

(15) 

(16) 

The choice of a solution of (16) is not a restriction on 
the general solution of the field equations but a co­
ordinate condition. This should be evident from the 
fact that h is a scalar and it is also a harmonic func­
tion. Hence it can be chosen as the imaginary part 
of the analytic transformation leading to a new co­
ordinate system. The most simple and common 
choice of h is h = xl, which leads to the canonical co­
ordinate system. If we call (x 1 ,x2 ) ~ (p,z) (1) is 
transformed to Lewis- Papapetrou metric 6 - 8 

ds 2 = e 2u (dt + wdcjJ)2 - e 2k - 2u (dp2 + dz 2) 

_p 2e- 2u dcjJ2. (17) 

Equations (12)-(15) go over to well-known vacuum 
field equations of stationary fields in canonical co­
ordinates. 

3. ON COORDINATE TRANSFORMATION 

Equations (12)-(15) in canonical coordinates have 
been investigated by various authors, but the only 
known exact solution which is also physically mean­
ingful is that given by Kerr. 9 - 12 This solution des­
cribes the exterior field of some finite rotating body. 
The solution is algebraically special and contains two 
parameters,m and "a", which are identified with the 

mass and angular momentum per unit mass of the 
source. 13 We now wish to show that the Kerr metric 
may be transformed to the form (1) by a suitable 
choice of the harmonic function h. 

The Kerr metric is given by13 

ds 2 = - (y2 + a2 cos2e)[de2 + dr2/(r 2 - 2mr + a 2)] 

- (r 2 + a 2) sin2 e dcp2 + dt2 

- [2mr/(r2 + a 2 cos2 e)] x (dt + asin2e dcjJ)2; 
(18) 

we call rand e Kerr polar coordinates. Evidently in 
these coordinates the form (1) is violated. The re­
lation between canonical coordinates p,z and polar 
coordinates r, e is given by 

z = (r -m) cose. 

(19) 

(20) 

If we now relabel the r = const surfaces by the trans­
formation 

r = R + m + (m2 - a 2)/4R, 

we obtain 

dr 2 = [1 - (m 2 - a 2)/4R2]2dR2, 

r2 - 2 mr + a 2 = [1- (m 2 - a 2)/4R 2]2R2, 

and hence 

dr2 dR2 

r2 - 2mr + a 2 R2 

Thus Eq. (18) is transformed to the form 

ds 2 = - {[R + m + (m 2 - a 2)/4RJ2 + a 2 cos2 e} 

x (de 2 + dR2/R2) 

- {[R + m + (m 2 - a2)/4R]2 + a 2} 

x sin 2ed¢2+dt2 

2m{R + m + (m 2 - a 2)/4R} 

{R + m + (m 2 - a 2)/4R}2 + a 2 cos2 e 

x (dt + asin 2 e d¢)2. 

(21) 

(22) 

(23) 

(24) 

It may be noted that, in case of vanishing "a", (24) 
reduces to Schwarzschild metric in isotropic coordin­
ales. Clearly, now a further transformation R = exp 
(R) will restore (24) to the form (1). For this case, 

h = [R - (m 2 -a 2 )/4RJ sine 

= feR - (m 2 - a2 )e-R/4] sine. (25) 

Evidently (25) is a solution of Eq. (16) if xl = Ii and 
x 2 = e. However, the two choices of h may be con­
sidered to be the same, i.e., 

h = P = feR - (m 2 - a 2 )e-R/4] sine. (26) 

The transformation from Lewis-Papapetrou canoni­
cal coordinates to polar coordinates is given by 

z + ip == Re ie + (m 2 - a 2 )e-ie/4R (27) 
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or 
z = [R + (m 2 -a2 )/4RJ cos6, 

p = [R - (m 2 - a 2 )/4RJ sine. 

4. ON SOURCES OF THE KERR METRIC 

(28) 

It is well known from the investigations of Erez and 
Rosen 14 that the Schwarzschild metric is generated 
by a rod of length 2m with mass density ~. Also, 
the Kerr solution (18) goes over to the Schwarzs-

w == z+ip plane 

f 

-if -if 

FIG. I. Mapping from the Lewis-Papape­
trou manifold to the Kerr type manifold, 
w == ~ + k2/4~, k 2 == m 2 - a 2. 

1 H. Thirring, Z. Physik 19,33 (1918). 
2 I. Robinson, A. Schild, and E. L. Schucking, Quasi Sieilar Sources 
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Soc. (London) A269, 21 (1962). 
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child solution in the limit of vanishing angular mom en -
tum parameter "a". This consideration leads to the 
interpretation of the Kerr metric as the exterior 
gravitational field of a rotating rod. However, it has 
been shown by Cohen that, to the first order in "a", 
the source of Kerr metric may be taken a thin spher­
ical mass shell. 15 Further, Boyer and Price pointed 
out that a slowly rotating solid of perfect fluid can 
also be the source of Kerr metric to the same ap­
proximation in "a". 16 

The transformation (27) throws interesting light on 
the shape of the material body whose exterior field 
is given by the Kerr metriC. If we look upon the 
transformation (27) as a mapping of the upper half 
(p ;:, 0) of the complex z + i P plane into R exp (ie) 
complex plane, the line segment p == 0, - (m 2 - a 2 )1/2 

~ z ~ (m 2 - a2 )1/2 get mapped into the semicircle of 
radius 1/2(m 2 - a2 )1/2 (Fig. 1). It is this mapping 
that explains why the Kerr solution is interpreted to 
represent the exterior field of a spinning rod or a 
rotating spherical body. 
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Formal solution of the SchrOdinger equation for nonrelativistic scattering by a spherically symmetric static 
potentia1-IlV(r) leads to a power series in the real parameter 11 for the scattering amplitude (the Born series). 

It is shown that if 1"" r I V(r) I dr < oc, 1"0 r21 V(r) I dr < <Xl and if -Ill V(r) I is too weak to support a bound o 0 

state, then the Born series converges at all energies. The method gives a lower bound for the radius of conver­
gence of the Born series which is exact if V" O. 

1. INTRODUCTION 

The Schrodinger equation for nonrelativistic scatter­
ing by a spherically symmetric static potential 
-IlV(r) , where 11 is a real parameter, may be written 
as 

(v 2 + k2 )l/J = -jJ. Vl/J. 

The scattering solution is given by 

I/I(ko, r) = exp(iko 0 r) 

+-H..J exp(iklr-si) V(s)l/I(ko,s)ds, (1.1) 
41T Ir - s I 

and the scattering amplitude F(k,ko) in a direction k 
is given by 

F(k,ko) = J!:... f exp(-ikor)V(r)l/I(ko,r)dr, 
41T 

where /k/ = Ikol =k. 
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(1. 2) 

Formal solution of Eq. (1. 1) by iteration yields a 
power series in 11 for I/I(ko' r) and if this series is 
substituted in Eq. (1. 2) we obtain the Born series 
for F(k,ko). Several methods have been used to find 
estimates for the radius of convergence of the Born 
series at varying energies .1-5 

In particular Davies3 and Huby4 have considered a 
restricted class of potentials, namely those which 
are bounded and which have finite range. Davies 
showed that if the potential -IIlV(r) I is too weak to 
support a bound state, then the Born series conver­
~es absolutely and uniformly for all k and ko (with 
Jkl = Iko!)' Ruby extended this result to the Born 
series for the various partial wave scattering ampli­
tudes and phase shifts. The purpose of this note.is 
to extend Davies', and hence Huby's results to a 
wider class of potentials. 

We will prove the following 
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Formal solution of Eq. (1. 1) by iteration yields a 
power series in 11 for I/I(ko' r) and if this series is 
substituted in Eq. (1. 2) we obtain the Born series 
for F(k,ko). Several methods have been used to find 
estimates for the radius of convergence of the Born 
series at varying energies .1-5 

In particular Davies3 and Huby4 have considered a 
restricted class of potentials, namely those which 
are bounded and which have finite range. Davies 
showed that if the potential -IIlV(r) I is too weak to 
support a bound state, then the Born series conver­
~es absolutely and uniformly for all k and ko (with 
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Sufficient Conditions for Convergence 

If V(r) is a piece-wise continuous function of r for ° <r < oo,if 

J; r I V(r) I dr < 00 and J: r21 V(r)1 dr < 00, (A) 

and if -/11 V(r) I is too weak to support a bound state 
then the Born series converges for all k and ko 
(with Ikl = Ikol). 

The basic idea behind our method of proof is due to 
Davies. 3 We show that the Born series is majorized 
by a series which can be expressed as the quotient 
of two analytic functions of /1, and we examine the 
zeros of the denominator. The details are by no 
means trivial and they can be found in Ref. 6. In view 
of the leading term in the series (2.1) below it is 
clear that condition (A) is the best possible integra­
bility condition for Davies r method. 

The method yields a lower bound for the radius of 
convergence of the Born series for all energies, and 
in Sec. 3 we give some examples of this bound. We 
remark that if V ~ 0, then the lower bound is 'precise­
ly the radius of convergence of the Born series at 
zero energy. 

2. DISCUSSION 

Following Davies 3 we remark that the Born series 
for F(k,ko) is majorized by the series 

.1!:.- J q(r)dr + (.1!:.-)2 J q(r)dr J 1 q(s)ds + "', 
21T 21T I r - S I 

where we have written q(r) = I V(r) I. Performing the 
angular integrations, we obtain the series 

M(Il) = /1 J; r2q(r)dr 

+ /1 2 foo rq(r)drfoo m (r, s)sq(s)ds o 0 

+ /13 J; rq{r)dr J: m{r, s)sq{s)ds 

x J: m (s, t)tq{t)dt + "', 
(2.1) 

where m(r, s) denotes the smaller of rand s. 

Let </>{r, k, /1) denote the reduced wavefunction for S­
wave scattering by the potential -/11 V{r) I. Then </> 
is the solution of the differential equation 

</>" + [k2 + /1q(r)]</> = 0, ° ~ r < 00, 

for which 

</>{O, k, /1) = ° and </>'{O, k, /1) = 1. 

It is well known that for real nonzero values of k, 

</>{r, k, /1) ~ (1/2ik)[j(k, /1)e ikr - 1(-k, /1)e- ikr ] 

as r -) 00, where f(k, /1) is a function analytic in k for 
Imk < 0. Moreover, the bound states for S -wave 
scattering correspond exactly to the zeros of f(k, /1) 
in the half-plane Imk ~ 0. 

It is shown in Ref. 6 that 

</>(r, 0, 11) ~ rf(O, /1) + af~~ /1) (2.2) 

as r ----) 00. 

Now let x(r, /1) denote the solution of 

x" + /1q(r) X = 0, ° ~ r < 00, 

which is such that 

as r -') 00. Then X is the solution of the integral 
equation 

and 
x(r, /1) = r + foo m(r, s)q(s)X(s, /1)ds 

o 

x(r, /1) ~ r + /1 J; sq(s)X(s, /1)ds 

as r ----) 00. 

(2.3) 

(2.4) 

(2.5) 

If the solution of Eq. (2. 4) found by formal iteration 
is substituted in Eq. (2. 5) and the resulting series 
integrated term by term, we find that C( /1) = M( /1). 
By comparing Eqs. (2. 2) and (2.3) it follows that 

(2.6) 

It is easy to verify that 1(0, J.1.) and a1(0, /1)/ak are 
integral functions of a complex variable /1. 7 More­
over,it is shown in Ref. 6 that the zeros of 1(0, /1) are 
all real and positive, say ° < J.1.1 < /12 < .. , and that 
if N(/1) is the number of bound states for S-wave 
scattering by the potential -J1q(r) , then 

n(J.1.) = n for /1 n < /1 ~ J.1. n+l' 

for n = 0,1,2,... (where /10 = 0). 

Clearly,the radius of convergence of M{/1) is J.1.1' 
Therefore, if ° ~ /1 ~ /11' that is, if the potential 
-/1q(r) is too weak to support a bound state, then the 
series for M( /1) [and hence the Born series for 
F(k,ko) 1 is absolutely and uniformly convergent with 
respect to k and kO' 

3. APPLICATIONS 

Let p denote the radius of convergence of the Born 
series F(k ,ko)' In this section we give some exam­
pIes of the lower bound /11 for p. 

(1) If 

J 1, 
q(r) =) 

0, a <r, 
then /11' /12"" are the zeros of 

J -1/2(a.[Ji) = {2/ a.[Ji} 1/2 cosa.[Ji 

and hence p ~ J.1.1 = (1T/2a)2.8 

(2) If q(r) = e-2ar /(l + e-2ar )2, a> 0, 

then the bound states are 

En = -(!.[Ji - 2an)2, 

and hence p '?- III = 2ra. 
(3) If q(r) = e- r , it is found that 

J. Math. Phys .• Vol. 13. No. 10, October 1972 
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where J ° and Yo are Bessel functions of the first and 
second kind, respectively, 

and 

1 W.Kohn,Rev.Mod.Phys.26,292 (1954). 
2 A. Klein and C. Zemach,Ann. Phys. (N.Y.) 7,440 (1959). 
3 R. Davies, Nucl. Phys.14, 465 (1959). 
4 R. Ruby, Nucl. Phys. 45, 473 (1963). 

W = J 0(2v'/l)Yo(2v'/l) - J o(2v'/l)Y 0(2v'/l). 

It follows that 

1(0, /1) = J o(2v'/l)/2v'/lW 

and hence that p? (a/2)2,where a is the least posi­
tive zero of J o' 

5 I. Manning,Phys.Rev. 139,B495 (1965). 
6 P. J. Bushell, J. London Math. Soc. (1972) (to be published). 
7 R.D.Kemp and N. Levinson,Proc.Amer. Math. Soc. 10,82 (1959). 
8 P. J. Bushell, Quart. J. Math. (Oxford) 14,106 (1963), Sec. 5. 
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The role played by the energy-momentum conservation law in general relativity is examined. It is noted that 
this law can be interpreted in two ways. It may be thought of as a condition determining the evolution of the 
energy-momentum tensor density in time, or it may be thought of as a condition determining the metric. In 
the present paper, the second of these ways of thinking about the energy-momentum conservation law is ex­
plored. Einstein's nonvacuum gravitational field equations (which imply the conservation law) are examined. 
It is shown that given any analytic symmetric contravariant energy-momentum tensor density as a function 
of the space-time coordinates, a solution to the gravitational field equations always exists. Furthermore, this 
solution is such that the law of conservation of energy-momentum is satisfied. The proof uses a coordinate 
transformation method to exploit the covariance of the energy-momentum conservation law. Riquier's exis­
tence theorem enters as an important part of the proof, and a general discussion of Riquier' s existence theorem 
from a physical point of view is given. Both the geodesic nature of the trajectories of free particles and the 
unit magnitude of the velocity 4-vector are discussed. An interpretation of the above-described results is 
given. 

1. INTRODUCTION 

Recently, a number of new results have been obtained 
regarding the existence of solutions to Einstein's non­
vacuum field equations l 

( - g)1/2 GIlV = - 87TTllv. (1. 1) 

The novelty of these results does not lie in the exis­
tence per se but rather in the variety of the functions 
TIlV(x) compatible with this existence. 

It will be convenient to consider certain unique featu­
res of the general relativistic conservation law 

Since the speCial relativistic form of this law 

Tllv == 0 ,v 

(1. 2) 

(1. 3) 

provides a real restriction on T IlV in the sense that 
not every tensor density Tllv satisfies (1. 3), Eq. (1. 2) 
is usually thought of as restricting Til". However, 
since (1. 2) involves the metric it can also be tho_ught 
of as restricting the metric alone while leaving T IlV 

completely unrestricted. 

Einstein's ten nonvacuum gravitational field equations 

(1. 4a) 

imply the generally covl1riant conservation law 

(l.4b) 

It is useful to consider the system of 14 equations 
(1. 4a), (1. 4b) which is equivalent to Eq. (1. 4a) alone. 
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The basic result described in the present paper is a 
proof that the combined system (1. 4) admits an un­
restricted TIlV(x) just as the generally covariant 
energy momentum law (1. 2) does. The discussion 
below describes this result in somewhat more detail. 

Equation (1. 3), the special relativistic form of (1. 4b), 
provides a real restriction on Tilv. Because of this, 
the combination of (1. 4a) with (1. 4b) is usually 
thought of as providing a restriction on Tilv. The 
basic mathematical result described in this paper 
shows that because of the structure of (1. 4a) and 
because (1. 4b) involves the metriC, the combined 
gravitational system (1. 4) can also be thou~ht of as 
restricting the metric alone while leaving Tllv com­
pletely undetermined. 

Thus there are three ways of looking at the system 
(1. 4). First, there is the viewpoint enunciated by 
Schrodinger 2,3 in which Eq. (1. 4) is thought of 
as defining 'TIlv in t~rms of the metric g IlV' According 
to this viewpoint, Tllv is taken to be completely deter­
mined while gllv is completely undetermined. Second, 
there is a viewpoint most closely associated with the 
existence proof of Lichnerowicz. 4 This viewpoint 
takes the gij and the f:.v to be determined ?y (1.4), 
while the gv4 and the Ttl remain undetermmed. 
Third, there is the viewpoint presented in the present 
paper. This viewpoint takes th~gij and the.$,v4 to b~ 
determined by (1. 4), while the Tv4 and the T'l remam 
undetermined. 

Riquier's existence theorem, the existence theorem 
used to prove this new result, is not wellknown. 
Therefore, a general description of the procedures 
used in applying the theorem to systems of equations 
is presented in Sec. 2. In addition, diagrams are pre-
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proof that the combined system (1. 4) admits an un­
restricted TIlV(x) just as the generally covariant 
energy momentum law (1. 2) does. The discussion 
below describes this result in somewhat more detail. 

Equation (1. 3), the special relativistic form of (1. 4b), 
provides a real restriction on Tilv. Because of this, 
the combination of (1. 4a) with (1. 4b) is usually 
thought of as providing a restriction on Tilv. The 
basic mathematical result described in this paper 
shows that because of the structure of (1. 4a) and 
because (1. 4b) involves the metriC, the combined 
gravitational system (1. 4) can also be thou~ht of as 
restricting the metric alone while leaving Tllv com­
pletely undetermined. 

Thus there are three ways of looking at the system 
(1. 4). First, there is the viewpoint enunciated by 
Schrodinger 2,3 in which Eq. (1. 4) is thought of 
as defining 'TIlv in t~rms of the metric g IlV' According 
to this viewpoint, Tllv is taken to be completely deter­
mined while gllv is completely undetermined. Second, 
there is a viewpoint most closely associated with the 
existence proof of Lichnerowicz. 4 This viewpoint 
takes the gij and the f:.v to be determined ?y (1.4), 
while the gv4 and the Ttl remain undetermmed. 
Third, there is the viewpoint presented in the present 
paper. This viewpoint takes th~gij and the.$,v4 to b~ 
determined by (1. 4), while the Tv4 and the T'l remam 
undetermined. 

Riquier's existence theorem, the existence theorem 
used to prove this new result, is not wellknown. 
Therefore, a general description of the procedures 
used in applying the theorem to systems of equations 
is presented in Sec. 2. In addition, diagrams are pre-



                                                                                                                                    

NON MET RIC A L S P E C I F I CAT ION 0 F SPA C E - TIM E SOU R C E S 1543 

sented summarizing the structure of various exis­
tence proofs which use Riquier's theorem. The last 
diagram in Sec. 2 summarizes the existence proof for 
the gravitational field equations (1. 4a). 

2. INTEGRABILITY5 

I wish to discuss here the methods nece6dary to 
prove the integrability of systems of partial differen­
tial equations. Consider the simple system of equa­
tions 

(2.1) 

where 1/1 is an unknown function and the AI' are given 
functions of the variables x, y, z, t. The integrability 
conditions for the system (2.1) are 

A[I'.v] = O. (2.2) 

These conditions are sufficient conditions for the 
existence of the function 1/1. Before going further, I 
should say a few words as to terminology. I will 
refer to integrability conditions like Eq. (2. 2) as an 
"equation," a "condition," or a "restriction." I will 
never refer to it as an identity unless it is actually 
equivalent to 

0=0. (2.3) 

The reason for this distinction can be seen when one 
considers the nonvacuum Einstein equations 

(2.4) 

where 'TIlv is a symmetric tensor density. The Bianchi 
identity (a true identity) 

(2.5) 

implies the equation 

T-I'v = 0 
;V • (2.6) 

But Eq. (2. 6) is not an identity since, for example, 
when T~{x) is given, Eq. (2. 6) clearly becomes a res­
triction on the g 1'0' 

Riquier's existence theorem describes the method of 
deriving the integrability conditions for a general 
system of partial differential equations. This method 
is analogous to the method of deriving Eq. (2. 2) from 
(2.1); but to describe it in detail requires quite an 
extensive discussion. 

Riquier's book on the subject is rather difficult to 
obtain. One of the more accessible sources for 
Riquier's theorem is Ritt's book. 6 However, Ritt's 
presentation is not well suited to the equations of 
physics since his notation gives no explicit recogni­
tion to given functions like A I' in Eq. (2. 1), or Tl'v in 
Eq. (2.4), or JI' in Diagram III. And in physics, the 
restrictions upon these given functions generated by 
the integrability conditions have physical meaning. 1 

For this reason, a simplified and physically oriented 
discussion of Riquier' s theorem is presented below. 

In addition to the unknown functions y m' the original 
system, hereafter called system S, may contain 
given functions J k. We will denote the system S by 
the following symbolic equation: 

(2.7) 

where the brackets signify that the functions S in­
volve the Ym , the Jk, and their derivatives. 

A definite procedure is prescribed in the theorem 
for deriving the integrability conditions of system S. 
First, one must choose an order for the derivatives 
and perform those algebraic operations on the sys­
tem necessary to put the system S in a form which 
satisfies criteria (a)-(c) of Appendix B. This entire 
process of ordering and algebraic manipulation will 
hereafter be called Procedure O. 

For simplicity and definiteness, we will consider as 
unknown only the minimum number of functions re­
quired to complete the ordering process. Thus, once 
ordering is completed, all functions whose deriva­
tives do not appear in one or more first members,8 
will be considered to be given functions. In some 
cases in order to complete the ordering process, it 
will be necessary to take some of the given functions 
to be unknown functions. When we wish to emphasize 
that the ordering process includes such a change in 
the number of unknown functions, we will call it 
Procedure 0*. Similarly if we wish to emphasize 
that the process includes no change in the number of 
unknown functions, we will call it Procedure 0'. 

If each of the first members is the derivative of a 
different unknown function, then there are no inte­
grability conditions, and we say that system S has 
integrability of the zeroth kind. If there is at least 
one unknown function which has derivatives appearing 
in two or more different first members, then there 
will be integrability conditions. These are derived 
according to the following procedure,9 which for 
brevity we will call Procedure D. One first writes 
down an integrability condition by differentiating two 
appropriate equations of the system and eliminating 
by subtraction the first members of the resulting 
equations. One then uses the equations of the system 
and their derivatives to eliminate the prinCipal deri­
vatives occuring in the integrability condition. One 
does this step by step, starting with the highest prin­
cipal derivative and proceeding to the lowest. 10 At 
the end of this procedure one obtains the integrability 
conditions for the system. We denote the resulting 
integrability conditions by the equation 

(2.8) 

Both the answer to the question of existence of solu­
tions and also the structure of the system S depend 
on the nature of Eq. (2.8). We shall next proceed to 
discuss the various categories. A summary of this 
discussion in diagrammatic form is given in Diagram 
I, which will be found at the end of this chapter. We 
suggest that the reader refer to Diagram I from time 
to time to clarify the relationship between the various 
categories. 

Integrability Conditions Are the Identity 

If Eq. (2. 8), hereafter called II' is actually the iden­
tity 0 = 0, then a solution to system S exists. Since 
one application of Procedure D was necessary to 
prove existence of a solution, we say that system S 
has integrability of the first kind. In Diagram II, 
Einstein's vacuum field equations are shown to be an 
example of this case. 
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DIAGRAM I. Summary of general case. 

System 5 

5[Ym,Jk] = 0 

II (O,D) 
(0) 

/~~~:;~~k;17 o~ Has no integrability 

1 
conditions. System 
S has integrability 
of the zeroth kind. 

11 is mternally 
inconsIstent. Original 
system is not integrable. 11 is internally consIstent, 

but not an identity. 

11 IS t~ identity \ 
0-0 11/ [ k] _ 

5 has integrability 5 \ 51 Ym , J - 0 

of the first kind. ~ 
(0', D) 

(O*,D) 

_i2[Ym\'~ 
12 is internally 12 is internally 
inconsistent. consistent, but not 
Original system an identity. 
is not integrable. 

~/2[Ym'Jk]~ 

12 is internally j 12 is internally 
inconsistent. consistent, but not 
Original system an identity. 
is not integrable. 

12 is the identity. 
5 has conditional 
integrability of the 
second kind. 

12 is the identity. 
5 has regular 
integrability of 
the second kind. 

etc. 

DIAGRAM II. Example of regular integrability of the first kind. 

G~U = 0 
(System 5) 

(O,D) 

11 is the identity 

0=0 

System 5 has regular 
integrability of the 
first kind. 

Integrability Conditions Axe Internally Inconsistent 

If the system II is internally inconsistent, then of 
course no solution to system Sexists. 

Integrability Condition II Is Internally Consistent, 
but Is Not the Identity 

In this case one must combine 11 with the system 5, 
and apply first Procedure 0, and then Procedure D. 
In order to apply Procedure 0, it may be necessary 
to consider certain of the given functions to be un­
known functions. And several different choices for 
these new unknown functions may be possible. Each 
different choice corresponds to a different mathema­
tical problem. After Procedure ° has been applied, 
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etc. 

one applies Procedure D to derive a new set of inte­
grability conditions 12 , If the new set 12 is internally 
inconsistent, of course, the system S is not integrable. 

If this new set 12 is an identity, then one concludes 
that the original system 5 has integrability of the 
second kind. Suppose that in applying the ordering 
procedure to the combined system 51, it was neces­
sary to increase the number of unknown functions. 
Then, if 12 is the identity we say that the original sys­
tem 5 has conditional integrability of the second kind. 
Here the term conditional refers to the fact that inte­
grability is conditioned on an increase in the number 
of unknown functions. Einstein's and Maxwell's non­
vacuum field equations provide examples of this case. 
See Diagrams III and IV. 

If 12 is internally consistent but not an identity, it 
must be combined with the system 51 and Procedures ° and D applied all over again. In general, this deri­
vation of new integrability conditions could go on in­
definitely in which case Riquier's procedure would 
give J;l0 conclusion as to the integrability of the 
original system S. 

At the end of this section is a general diagram of the 
various possibilities described above. And on later 
pages there are similar diagrams of specific cases. 
One point should be emphasized about these diagrams. 
The first statement of an integrability condition in 
each diagram is given in a form which makes clear 
what operations on the preceding system of equations 
are used to produce the integrability condition. The 
operations we refer to are of course the operations 
dictated by Procedure D of Riquier's theorem. 
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DIAGRAM III. Example of conditional integrability of the second 
kind. 

F ~v . v + 411 j ~ = 0 

(System S) 

II(O,D) 

(F~v.v + 41Tj~).~ = 0 

("'~ 

I 1 is internally 
consistent, but not 
an \ identity. 

System Sl { 

S F~v . v + 41T j~ = 0 

11 j~ = 0 

~.D) 
(P- ,. I' J.),. - 4,(,1. ",) ~ 0 

12 is the identity 

0=0. 

Therefore S has conditional 
integrability of the second 
kind. 

DIAGRAM IV. 

i'>v + 81TTPv = 0 

(System S) 

(O,D) 

(G~v + 81TT~V).v = 0 

(System 11)' ~ 
11 reduces to the equation 

T~v;v=O 

(O*,D) 

(T~V given) 

(el'V + 81ff~V).v - 81T(f~V .v) = 0 . 1 . 
12 is the identity 0 = O. 
Therefore S has conditional 
integrability of the second 
kind. 

Thus 11 is internally consistent, 
b,1 ",I ~ irtilY, 

G~v + 81TT~v = 0 

(0*, D) 

(g~4 giVen) 
fij given 

12 is the identity 0 = O. 
Therefore S has conditional 
integrability of the second kind. 

Let us give an example. In Diagram III, integrability 
condition 11 is first written 

(2.9) 

This denotes that the effect of following Riquier's 
procedure is to take the divergence of Maxwell's 
equations. Then in the same diagram, integrability 
condition 12 is written 

(2. 10) 

This denotes that the effect of following Riquier's 
procedure for system 51 is to take the divergence of 
the first component of 51 and to subtract from it 411 
times the second component of 51' A similar prac­
tice is followed in the other diagrams. 

3. THE FIELD EQUATIONS 

Consider Einstein's field equations 

( - g)I/2(RIlV - ~gIlVR) = - 811TIlV, 

which may be rewritten in the form 

( - g)I/2RIlV = - 811(TIlV- ~gIlVT). 

(3. 1) 

(3.2) 

If one is given some symmetric tensor density TIlU(x) , 
what restrictions must it satisfy in order to guaran­
tee the existence of a metric satisfying Eq. (3.1)? 
To answer this question, one applies Riquier's theo­
rem to (3. 2). Now to simplify the necessary calcula­
tions, it is convenient to examine Eq. (3. 1) in har­
monic coordinates. 11 To do this, one considers the 
combined system 

[( _g)I/2galll,B = O. 

(3. 3a) 

(3. 3b) 

Here the harmonic coordinate condition is expressed 
by Eq. (3. 3b), and the harmonic coordinate system is 
labeled x. 

Furthermore, to avoid any limitations on Tllv that 
would result from the coordinate conditions (3. 3b), 
one imagines that the 'b' U I (x') are given in some 
arbitrary coordinate system x' , while the metric 
gl'UCx) is found in the harmonic coordinate system x. 
With this point of view in mind, the field equations 
become 

(- g)I/2 (RIlV - ~gI'UR) = - 811AIl ,[fIN ,[J]fa'T', 
a T (3. 4a) 

[1/( - g)I/2] [( - g)I/2gl1ll],1l = O. (3.4b) 

Several comments are required to explain the quanti­
ties All a,[J] appearing in Eqs. (3. 4a). Let the trans­
formation from the x coordinate system to the x' co­
ordinate system be 

x'a = fa/(x), 

and let the inverse transformation be 

Then the quantities All a' are defined by 

All = aXil = aFIl 
a' ax al axa' 

and 
AT' = ax T' = afT' . 

Il axil aXil 

(3. 5a) 

(3. 5b) 

(3. 6a) 

(3. 6b) 
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Then the following identity holds 

A~ O/Ci' == o~ . 
a' ox v v 

(3.7) 

Equation (3.7) can be used to express the quantities 
A~ a" as algebraic functions of the derivatives oj a' / 

oxv. In Eq. (3. 4) the quantities AT a' are to be con­
Sidered to be expressed in terms of the ojCi'/OX V by 
means of Eq. (3. 7). 

One can showll that when (3. 3b) holds, the Ricci ten­
sor R~v can be written 

R~V = - 19a8gJ.lv + gCiPg8o rJ.l rv (3.8) 
2 ,Ci8 po Ci8' 

Using (3. 8) Eqs. (3. 4) can be written 

( - g)1/2 (RJ.lv - i gJ.lIIR) 

= - !'gaS[( _g)1/2 (gliV - igl'lIg gOT )] 8 
2 ,eL oT.ct • 

+ KIiV (gJ.lV ,glill,a) = - 81TAJ.l Ci,[J]A II TI[J] TaITI, 
(3.9) 

where 

KIiV(gIiV,gIiV,a) = (- g)1/2gapg 8orli por ll a8 

- k~lIgapgBor n + igaB [( - g) 1/2] po, J.l aB ,8 

X (gJ.lV ,a - i gJ.llIgoTgoT ,a) - t( - g)1/2 gaB 

X gOT ,a(gI'VgoT),8' 

It will be convenient to replace the metric tensor 
gJ.lv by the metric tensor density 

(3. 10) 

and to express Einstein's equations entirely in terms 
of the 9 liv. We shall also use the determinant 9 of 9 J.lV 

9 == Ig livi = [( - g)1/2]4/g = g. (3.11) 

Equations (3.10) and (3.11) imply that 

(_g)1/2 (gJ.lV - igJ.lvg gWT ) = gJ.lV • 
,0'. wT I ct • Cl 

(3.12) 

Note also that 

gllV = [1/(- g)1/2] g/lV (3.13) 

and 
gl'V ,a = [gJ.lv/(-g)1/2La' (3.14) 

Using Eqs. (3.12)-(3.14) the field equations (3.9) can 
be expressed in terms of 9 ~V: 

Express Eq. (3. 4b) in terms of 9 flV and obtain 

gflV = O. (3. 15b) 
,II 

To apply Riquier's theorem, first choose an order for 
the derivatives12 
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gJ.lV ,4 > g~V ,3 > gllV,2 > gllV,1 

913 > 914 > g12 > gll .3 ,4. ,2 ,I 

923 > 924 > g22 > 921 ,3 ,4 ,2 ,1 

933 > 934 4 > 932 > g31 ,3 , ,2 ,I 

g43 > g44 > 942 > 941 ,3 ,4 ,2, ,I 

13 > 23 > 33 > 43 > (all other) 9 9 9 9 91111 

(3. 16a) 

(3. 16b) 

(3. 16c) 

(3. 16d) 

(3. 16e) 

(3. 16f) 

The order relations given above are mutually self­
consistent. The process of choosing these order re­
lations is by no means trivial. The particular choice 
given above greatly simplifies the calculation of the 
integrability conditions via Riquier's procedure. 
These order relations lead to the following principal 
derivatives for the system (3.15): 

gllV,44 for Eqs. (3. 15a) 

9113 ,3 for Eqs. (3. 15b) 

Only four unknowns appear twice in Eq. (3.15), 
namely the 9 J.l3. And these four functions give rise 
to four integrability conditions which have the form 

(3. 16g) 

Written out explicitly, the integrability conditions are 

1 9 a8 1 944 
--"--- gll3 83 + g)Jv,v44 

2 (- 9)1/2 ,a 2 (_ 9)1/2 

+ second-order terms = - 81T(All aI A3 TITaITlb. 

(3. 17) 

The terms in g!J3 ,443 cancel out of Eq. (3.17). The 
next step in Riquier' s procedure is to remove from 
(3.17) theg!J3 ,n andgll3 ,i43 terms using the ij and 
i4 derivatives 6f (3. 15b), i = 1,2,3. The result is 

1 9 a8 1 9 a8 
-"--- gJ.l3 83 + - g~V 

2(_9)1/2 ,a 2 (_9)1/2' vaB 

+ second-order terms = - 81T(A~ a,A3 TITaITI),3' 

(3.18) 

The only third-order terms remaining in (3. 18) are 
gil a B(a = 1,2,4). The next step in Riquier' s pro-,aa 
cess removes these terms using the three-divergence 
of (3. 15a). The third order portion of this three­
divergence has the form g~a ,aa8(a = 1,2,4). The 
result is 

1 9 as 1 gaS 
_"--_ 9 IlV + - gllll - 2' .(_ g)I/2 ,aBv 2 (_ g )1/2 ,vaB 

+ second-order terms = - 81T(AM alAv TITaITI),v 

(3. 19) 
Note that the third-order terms on the left-hand side 
of (3. 19) completely cancel one another. Also if one 
expresses the remaining terms on the left-handside 
of (3. 19) in terms of Rllv one obtains 

(- g)I/2 (RIlV - ~gllV R),v + H g a8/(_ 9 )1/2] gllV ,vaB 

= - 81T(AIl a,Av TITa l TI), II' (3. 20) 
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As can be seen from Eq. (3.19), the left-hand side of 
(3.20) in reality involves only second-order terms in 
the 9 IlV. The particular form of these second-order 
terms can be found most quickly by using the follow­
ing identity (Bianchi's identity): 

[(_g)1/2(RIlV_ tgllvR)J.v 

+ (- g)1/2rll aB(RaB - tgaBR) = O. (3.21) 

Substitute Eq. (3. 15b) into (3.20) to remove the 
second term on the left-hand side of (3.20). Next 
make similar substitution of Eq. (3. 21) in Eq. (3. 20) 
and obtain 

(_g)1/2rllaB(RaB - tg"BR) =- 81T(AIl",AU T,T"'T'),v' 

(3. 22) 

Having rewritten Eq. (3. 19) in a simpler and more 
explicit form, one can now complete Riquier's pro­
cedure. Each of the coefficients of rll a8 in (3.22) 
contains a principal derivative of the form 9 "B ,44' 
and the final step in Riquier's procedure is to elim­
inate these prinCipal derivatives using Eq. (3. 15a). 
The result is 

- 81T[(AIl AV Ta'T') + rll TaB] = 0 a f T' ,v aB (3. 23) 

which is the integrability condition for the gravita­
tional field equations (3.4). 

This can also be written 

(3. 24) 

Thus the energy-momentum conservation law is the 
integrability condition that results from the appli­
cation of Riquier's procedure to the field_equations 
(3.15). Now the given quantities are the Til' v'(x'), and 
the dependent functions of the system are gllv(x). 
The next step is to express Eq. (3. 24) in terms of 
TWV'(x'),g v(x), and the transformation functionsjV'(x). 
To do thi:' first rewrite Eq. (3. 24) in the x' coordin­
ate system 

(3. 25) 

Now the relationship between the Christoffel symbols 
rll' a' B' in the x' and the rll aB in the x coordinate sys­
tem is 

rV'B" = rTy</>Au'TAY8,A</>w + AV'T(awAT B,)· 
11 (3.26) 

The identity 

a ("V' ) = a (AV' AT ,) = 0 w U B' W T 8 (3. 27) 

may be written 

(3.28) 

Using Eq. (3. 28), Eq. (3. 26) may be written 

r U' - r T AU' AY A<I> - AT Aa a AV' (3.29) 8'11' - y</> T 8' 11' 8' 11' a T' 

as the final form of the integrability condition for the 
gravitational field equations (3.4). 

Since the integrability condition equation (3.30) is not 
an identity, Riquier's procedure has so far given. no 
answer to the question of integrability13 of the held 
equations (3.4). To obtain an answer one must affix 
equation (3.30) to the system of 14 equations (3.4) 
and apply Riquier's procedure to the combined sys­
tem of 18 equations given below: 

(_g)1/2(RIlu - tgllUR) =- 81TAll a,[j']NT,[j']T"'T', 
(3.31a) 

9 116 ,6 = 0, (3. 31b) 

( 
a2fv, (AT Aa )- r T AV' AY B,A</> ) TB'Il' 

axa ax T B' /1 ' y</> Til' 

- TV'Il' = 0 (3.31c) ,11' • 

The prinCipal derivatives of the system (3.31) are 

gllU ,44 for Eqs. (3. 31a), 

g1l3,3 for Eqs. (3. 31b), 

fV' 44 == - - for Eqs. (3. 31c). a (afV
') 

, ax4 ax4 

Thus the number of unknown functions has been in­
creased from 10 to 14. TU'Il'[j'] is given and the sys­
tem of field equations (3.31) is thought of as deter­
mining the 9 IlU(x) and the transformation functions 
jV'(x). 

Since the principal derivatives for Eqs. (3. 31a) and 
(3. 31b) are the same as for (3. 15a) and (3. 15b), Riq­
uier's procedure leads as before to Eq. (3. 30). This 
time, however, the derivatives fU' ,44 which equation 
(3.30) contains are principal derivatives. Riquier's 
procedure now requires that these derivatives be elimin­
ated by substituting for the fU',44 as defined by Eqs. 
(3. 31c). Since Eqs. (3. 30) and (3. 31c) are identical, 
this last step in Riquier's procedure leads to the iden­
tity 

0=0, (3. 32) 

which proves that the system of Eqs. (3. 31) has an 
analytic solution. And an analytic solution exists re­
gardless of the form one is given for the ten analytic 
functions TIl'v'(f'). In Appendix B, it is shown in 
addition that the initial conditions can always be 
chosen so that both the coordinate transformation 
(3. 5a) and the corresponding inverse transformation 
(3. 5b) are nonsingular. Once such a solution to the 
system (3.31) corresponding to non singular transfor­
mation functions jV' and Fa has been found giving 
9 ftu(X) and f V ' (x), one can transform that solution into the 
x' coordinate system to obtain g!1' V'(x'). From this 
using Eq. (3. 10) one can obtain the gll'U'(x') corres­
ponding to the given functions TIi' U'(x'). This comple­
tes the proof of the following theorem. 

Substitute Eq. (3. 29) in Eq. (3. 25) and obtain Theorem 1: Given any symmetric14-16 analytic 
tensor density TIl'U'(X'), there always exists a corres-

[aCiAu' T(AT 8,Aa 11') - r T 
y</>Au, TAY 8,A</> Il,]fB'Il' ponding metric gll'U'(x') which satisfies the field 

- TU'Il' = 0 (3.30) equations (3.1). 
,11' 
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4. CONCLUSION 

In the introduction to this paper, three mathematical 
points of view concerning Einstein's field equations 
(1. 4a) and their consequence, the law of conservation 
of energy, Eqs. (1. 4b) were discussed. According to 
the first viewpoint, Eqs. (1. 4) are considered to be 
restrictions on the T)J.v. According to the second view­
point, Eqs. (1. 4) are considered to be restrictions on 
the gij and the Tv4. According to the third viewpoint, 
Eqs. (1. 4) are considered to be restrictions on the 
g)J.u· 

If one adopts the first mathematical viewpoint, one 
chooses the metric arbitrarily beforehand, and then 
one proceeds to calculate the corresponding energy­
momentum tensor density. If one adopts the third 
mathematical viewpoint, one arbitrarily chooses the 
symmetric energy-momentum tensor density Tllv be­
forehand, and then one proceeds to calculate the cor­
responding metric. Theorem 1 states that such a cal­
culation of the metric is always possible. (See Section 
3). 

To the first mathematical point of view there corres­
ponds the physical viewpoint according to which Eqs. 
(1. 4) are thought of as a definition of the matter ten­
sor density Tilu. According to this view, regions 
where matter is present are defined to be regions 
where the left- hand side of (1. 4a) is nonzero. The 
presence of matter is no more than an interpretation 
assigned to the nonzero values of (- g)1/2(RIlV_ 
igIlVR). (See Ref. 2.) 

To the second mathematical point of view there cor­
responds a widely accepted physical viewpoint accor­
ding to which the conservation law (1. 4b) is thought 
of as expressing a property of the energy-momentum 
tensor density TW, while the field equations (1. 4a) 
are thought of as expressing a property of the gravi­
tational field gllv' 

To the third mathematical point of view there cores­
ponds the physical viewpoint according to which Eqs. 
(1. 4) are thought of as a definition of the metric g)J.v' 

The metric is thought of as no more than an inter­
pretation of the properties of the symmetric energy­
momentum tensor density Tw. Theorem 1 implies 
that such a physical viewpoint is mathematically self­
consistent, provided that one is considering only 
Eqs. (1. 4). However, to establish the physical self­
consistency of this third physical viewpoint, one must 
show the quantities TflV(X) to be obtainable by physical 
measurements which do not involve the metric. Such 
a complete analysis of the physical meaning of 
TIlV(x) is not given here. The present paper does in­
clude, however, a discussion of the special case when 
Tllv corresponds to a pressure-free fluid. (See Appen­
dix C). 

Also, note that Eqs. (1. 4) are not the only equations 
of classical physics in which the metric appears. 
The metric also appears in the covariant form of 
Maxwell's equations and in the Lorentz force equa­
tion. One may ask whether this third physical view­
point according to which the field equations (1. 4) are 
thought of as a definition of the metric remains 
mathematically self-consistent when the combined 
Maxwell-Einstein equations are considered. This 
question will be discussed in a future paper. 
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In conclusion, much remains to be done to fully 
establish the mathematical and physical self-consis­
tency of the third physical viewpoint. The results 
presented in the present paper do suggest, however, 
that the definition of the metric (1. 4) may not be the 
only possible one if the rules of measurement are 
appropriately changed. Indeed, these results suggest 
that certain features of the rules of measurement, 
namely those features which determine the metric, 
may be arbitrary in character .17-21 These results 
also suggest that the law of conservation of energy­
momentum may be one of these arbitrary features of 
the rules of measurement. 

APPENDlXA 

To complete the proof of integrability of the system 
(3.31), it must be shown that the initial conditions 
for the system can always be chosen so that both the 
coordinate transformation (3. 5a) and the correspond­
ing inverse transformation (3. 5b) are nonsingular. 

Since the solution is analytic one can conclude that 
the functions f""(x) are finite and that the Jacobian 

I a f"" I 
fl 

is finite. From this fact one concludes that the Jaco­
bian of the inverse transformation is nonzero: 

which means that the coordinate transformation 
(3.5b) is nonsingular. 

(A1) 

Next consider the transformation (3. 5a). Suppose 
that the initial conditions cannot be chosen so as to 
make this transformation nonsingular. This would be 
the case only if Eqs. (3. 31c) imply that 

1o",!"' I = o. (A2) 

But the system (3. 31c) is a system of second-order 
partial differential equations, and such a system can 
only imply a first-order differential equation like 
Eq. (A2) if it has at least one of two properties. 
Either there are more equations than unknown func­
tions (so that one of the second-order derivatives can 
be eliminated algebraically), or the system has integ­
rability conditions (so that derivatives can be elimi­
nated after appropriate differentiation of the equa­
tions of the system). The system (3.31) has neither 
of these properties. Therefore, it can lead to a first­
order differential equation only by integration. Such 
an integral would involve at least one arbitrary con­
stant of integration. Equation (A2) contains no arbi­
trary constants. Therefore it cannot be a conse­
quence of the system (3. 31c). Thus, one may con­
clude that it is always possible to choose the initial 
conditions in the system (3.31) so as to obtain 

(A3) 

APPENDlX B: RlQUIER'S ORDERING PROCEDURE 

To apply Riquier's existence theorem to a system of 
equations one must first assign an order to the 
various partial derivatives which appear in the sys­
tem. This order determines the order in which those 
derivatives will be eliminated in Riquier's procedure 
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for calculating the integrability conditions. One 
writes 

A >B (B1) 

(read "A is greater than B") to state that the deriva­
tive A is to be eliminated before the derivative B. 
We will refer to equations such as (B1) as "ordering 
inequalities." The order of the derivatives may be 
chosen at will except for the restrictions given below. 

Let the indices i and j label the various dependent 
functions which appear in the system and the Greek 
letters J1., v, etc. label the independent variables xl-'. 
Then we define Ji as the dependent functions, and we 
write 

(B2) 

and so on. Also note that in the following two equa­
tions, Eq. (B3) and (B4), the symbol" = " will mean 
"implies and is implied by." Then the restrictions 
on the ordering may be expressed as follows: 

(fi > P) = (fJ > fJ) = (fj > fJ), 

(fj > fj) = (fd > fJ), 

f. i >f.i >fi 
I-'V I-' • 

(B3) 

Also each ordering inequality must remain true no 
matter how many times it is differentiated. For 
example, 

(B4) 

With the above definitions and restrictions on the 
ordering in mind, we are now in a position to des­
cribe Riquier's procedure for calculating the integ­
rability conditions for a system of partial differen­
tial equations. We consider a finite system of n 
differential equations 

(B5) 

where the Yj are the unknown functions, the xm are 
the indepenaent variables, and the indicies i l · .. i m , 

j, m are not summed and may run over different 
ranges of numbers; where 

(a) in each equation h is a function of.the given func­
tions Jk and their derivatives, and also of certain of 
the derivatives of the unknown functions Yi , every 
such Yi derivative in h being lower than the left-hand 
member of the equation. 

(b) The left-hand side of each equation is different 
from that of every other. 

(c) If w is the left-hand member of some equation, 
no derivative of w appears on the right- hand side of 
any equation. 

Note that once criteria (a)-(c) are satisfied, those Yi 
which do not appear on the left-hand side of some 
equation can be considered to be given functions. 
Furthermore, the n highest derivatives appearing on 
the left are not necessarily the n highest derivatives 
appearing in the system. 

Riquier's existence theorem applies to all systems of 
equations which, by algebraic manipulation, and pro­
per choice of the ordering of the derivatives, can be 
written in the form (B5), The theorem applies in any 
region R in which the functions h in Eq. (B5) are 
analytic functions of their arguments. The theorem 
shows how to construct a power series solution to the 
system (B5). Furthermore, the theorem shows that if 
the power series is centered about any point in the 
region R, it converges within a small (but not infini­
tesimal) region about that point. 

We call the derivatives on the left in Eq. (B5) the 
"first members" of Eqs. (B5). Derivatives which are 
first members or are derivatives of first members 
are called prinCipal derivatives. 

Next we shall describe what happens to the integra­
bility conditions of a system of differential equations 
T if several derivatives of its component equations 
are added to it to form a new system T'. We con­
sider a simple example. Let the system T consist of 
the single equation 

U. I + U2 + F(xl,x2) = O. (B6) 

Differentiate Eq. (B6) with respect to x2, and consider 
the combined system T' given below: 

U. I + U2 + F(xl, x 2) = 0, 

U. 12 + 2UU. 2 + F.2 = O. 

(B7a) 

(B7b) 

Now Eq. (B6) has no integrability conditions; but Eqs. 
(B7) do have an integrability condition in the sense 
of Riquier. This condition is 

[U. I + U2 + FJ.2 - ru.12 + 2UU. 2 + F.2] = 0, (BS) 

which immediately reduces to the identity 0 = O. 

Thus the addition of the derivative e{fuation {B7b) to 
the system does increase the number of integrability 
conditions. But the new integrability condition is 
identically satisfied. Integrability conditions like Eq. 
(BS) which (a) are identically satisfied and (b) arise 
from the combination of an equation with one of its 
derivatives will be called trivial integrability condi­
tions. Integrability conditions which are not trivial 
will be called nontrivial. The property we have 
demonstrated in a simple case is true for any system 
of equations. That is, given any system of equations 
T in the form (B5), suppose one adds to that system 
additional equations which are derivatives of its com­
ponent equations to form a new system T'. Then the 
system T' will have the same nontrivial integrability 
conditions as the system T. 

In the proof of Riquier's theorem, it is necessary to 
extend the system (B5) by adding to it certain equa­
tions which are derivatives of some of the equations 
of the system. The additional equations are chosen 
so that the first members of the new system form a 
complete set in the sense of Riquier. (See Ref. 6, pp. 
148-151.) Such a process of completion is always 
possible for a system of the form (B5). 

From the discussion above of Eqs. (B6) and (B7), it is 
clear that the process of completion will not change 
or add to the nontrivial integrability conditions of the 
general system (B5). Thus the process of completion 
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can be ignored when one is calculating the nontrivial 
integrability conditions of a system. For this reason, 
no mention is made of the process of completion in 
Sec. 2, and no use of this process is made in Sec. 3. 
All the integrability conditions discussed in Sec. 2 and 
3 and in Diagrams I-IV are nontrivial integrability 
conditions. 

APPENDIX C: COMMENTS ON THE MEANING22 OF 
TIlV(x) 

In Theorem 1 the energy-momentum tensor density is 
given beforehand as a function of the coordinates and 
independent of the metric. Several comments as to 
the possible physical meaning corresponding to the 
giving of the energy-momentum tensor density in 
this way are given below. Since the metric has not 
been given, all concepts used in this section in defin­
ing Tllv [i.e., all those concepts leading up to Eq. (C3)] 
are nonmetrical in nature. 23 

First, consider a field of trajectories, with a mass 
assigned to each trajectory. To such a field there 
corresponds a unique conserved mass-current den­
sity Jil and a parallel tangent velocity vector Vll unique 
up to a scaling factor a(x) 

(CIa) 

(Clb) 

Note that since Jil is a current denSity, the divergence 
in Eq. (CIa) is equivalent to a covariant divergence so 
Eq. (CIa) may be rewritten 

JIl;1' = O. (C2) 

From such a trajectory field (which describes pres­
sure-free dust) one can define the symmetric energy­
momentum tensor density 

(C3) 

Apply Theorem 1 and conclude that there exists a 
metric gllV which satisfies the field equations (1. 4a) 
and the conservation law (1. 4b). Substitute Eq. (C3) 
into the conservation law (1. 4b) written in the x' co­
ordinate system appearing in Eq. (3. 31c): 

(C4) 

Substitute Eq. (C2) in Eq. (C4) and obtain the geodesic 
equation 

V Il' J-Y' = 0 ;Vf • (C5) 

Thus the metric satisfying (1. 4a) makes the trajec­
tories geodesics. Transvect Eq. (C5) on vI" and ob-

• Work supported in part by the Ohio State University Research 
Foundation under Air Force-Ohio State University Research 
Foundation Contract F33615-67-C- J 758 during a six-month visit 
at Aerospace Research Laboratories, Wright-Patterson AFB, 
Ohio. 

1 This paper presents with certain major simplifications several 
of the results obtained in the author's Ph.D. thesis (Case Western 
Reserve University, 1967). These results include a proof of the 
theorem referred to by J. Stachel in Phys Rev. 180, 1256 (1969). 

2 See E. Schrtidinger,Space-Time Slruclure (Cambridge U. P., 
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tain after minor simplification 

(C6) 

Note from Eq. (C6) that the length of vI!' remains un­
changed along a trajectory. Thus if vI" has unit 
length on a space like hypersurface, it retains that 
length throughout time. To obtain this unit length, one 
rescales vJ.l' replacing v ll' by Ull' with 

UJ.l' = avll'. (C7) 

This does not change the trajectories. The require­
ment that the geodesic equation (C5) be maintained 
during the rescaling process implies that 

a J-Il' = 0 ,J.l' • (C8) 

Equation (C8) leaves one free to choose a(x') on an x4 

= const hypersurface. One requires that 

(0'2)4 ='f( 1) ='f( 1 ) 
x =0 u"vVJ.lV V x4=0 u FI' FV va'v T' b~ ~ bJ.lV a' T' x4=0 

This gives 24 
(C9) 

(CIO) 

Combine the initial condition (CIO) with equation (C6) 
to obtain the result 

(Cll) 

throughout all space-time. 

This completes the proof of the following theorem. 

Theorem 2: Given any analytic field of mass­
carrying trajectories in which the trajectories re­
main distinct from one another, it is always possible 
to find a metric which satisfies Einstein's equations 
corresponding to the energy-momentum tensor den­
sity ariSing from these trajectories. Furthermore, 
this metric makes the trajectories geodesics, and a 
rescaling of the tangent vector field vl'(x) correspond­
ing to the trajectories can make VJ.l(x) into a unit 
vector while retaining the geodesic equation. 
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Properties of Lorentz Covariant Analytic Functions* 
Henry P. Stapp 

Lawrence Radiation Laboratory, University of California, Berkeley, California 94702 
(Received 20 September 1965; Revised Manuscript Received 29 March 1972) 

A theorem is proved that asserts, roughly, that a function that is real Lorentz covariant anywhere is complex 
Lorentz covariant everywhere in its domain of regularity. It is also shown that the analytic continuation of a 
scattering function from a regularity domain in the physical region of a given process along all paths generated 
by complex Lorentz transformations leads to a function that is single-valued in the neighborhood of all these 
paths. Applications are discussed. The results derived constitute necessary preliminaries to a diSCUSSion of 
the analytic structure of s~attering functions given in other papers. 

The requirement that transition probabilities be in­
variant under physical Lorentz transformations im­
plies l that the scattering functions M(K) satisfy the 
Lorentz covariance condition2.3 

for all real K corresponding to physical points and 
for A any element of the real proper orthochronous 
homogeneous Lorentz group. Here K is the set of 
variables 

K = {k;, m; ,tJ, 
where k;, m i , and ti are the momentum-energy, spin 
quantum number, and particle type of particle i, and 
As is an operator that applies to each spin index m i 
a matrix transformation corresponding to A. The 
specific form of As is given in the Appendix. 

In this paper some consequences of assuming that 
M(K) is also regular analytic at some physical point 
will be examined. The main result to be establiShed 
is that if an M function is regular at some physical 
point, then the complete analytic extension of the func­
tion is defined over a multi sheeted manifold, each 
sheet of which maps onto itself under any proper com-

plex Lorentz transformation. Furthermore, the func­
tion defined (single-valuedly) and regular over any 
sheet is covariant under proper complex Lorentz 
transformations. Finally, if M is regular at each 
point of some real domain containing only physical 
pOints, then the sheets described above can be chosen 
so that all the pOints of any closed bounded subset of 
this domain lie in a single sheet. These results have 
some important consequences, which will be mention­
ed at the end of the paper. 

The initial considerations will refer to a function F(K) 
whose domain of definition is not restricted by the 
mass shell and conservation-law constraints. Also 
the type variables T :::: {ti } will be considered fixed. 
Thus the argument of F(K) will be a set of the type 
introduced above but with the mass constraints and 
type variables removed. 
Let the following definitions be made. 

Definition: L will denote the real proper ortho­
chronous homogeneous Lorentz group. It is continu­
otlsly connected to the identity. 

Definition: .2 will denote the complex proper homo­
geneous Lorentz group. It is continuously connected 
to the identity. 
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Definition: A will represent a Lorentz transfor­
mation and 

(1) 

Definition: Points Kl and K2 related by Kl = AK2 
will be said to be connected by A. 

Definition: The set of points connected to K by 
some A E £ (or L) will be denoted by £K (or LK). 

Definition: The set of pOints connected to some 
element of the set D by some A E £ (or L) will be 
denoted by £D (or LD). 

Definition: A point K is real if and only if the four 
vectors {ki } are real. 

Definition: A real set is a set of real points. 

Definition: A function F(K) is a (single-valued) 
mapping to the complex numbers. 

Definition: The spin indices of (K) will be pre­
sumed to have some spinor index-type label, and 
AsF(K) will represent the result of the action upon 
F(K) of the corresponding spin or transformations 
associated with A, as discussed in the Appendix. 

Lemma 1: If F(K) is defined (single-valuedly) 
over a real set D and satisfies for all A ELand all 
K such that K and AK are elements of D the covar­
iance condition 

(2) 

then (2) with k 1K E D and A E £ defines a (single­
valued) function over £D, provided any two points of 
D connected by a real element of £ are also connec­
ted by an element of L. 

Proof: The prescription will uniquely define F(K) 
at K' of £D if for any two pOints K 1 and K 2 of D for 
which K' = AlKl = A~2' with Al and A2 E £, one has 

A ls F(K 1) = A 2s F(K2)· 

But by the group property K2 = A 2-1A 1K 1 == AK1• 
Thus (2) gives 

(3) 

(4) 

provided A == (A ZlA 1) E L. Hence it is sufficient to 
show that A is an element of L. If the rank r(K1 ) of 
the Gram determinant C(Cij = ki·kj ) at the point Kl is 
4, or equivalently4 if there are four linearly indepen­
dent vectors among the vectors of Kv then the rank 
is also 4 at K 2 , since inner products are unChanged, 
and the same four vectors are also linearly indepen­
dent at K 2 • In this case the linear transformation A 
is unique. Since K 1 and K 2 are real, A is a real ele­
ment of £. By hypothesis it is then, by virtue of its 
uniqueness, an element of L. This completes the 
proof for the case r(K 1) = 4. For r(K1 ) = 3 the trans­
formation A is still unique4 and the same argument 
holds. 

If r(K 1) < 3, then the transformation A is not always 
uniquely defined by the equation K 2 = AK 1 and it may 

J. Math. Phys., Vol. 13, No. 10, October 1972 

not be real, as required for the above argument. 
There are several cases. If the rank r(K1) is equal 
to n(K 1)' the number of linearly independent vectors 
of K 1, then the space separates into a manifold M(K 1) 
of dimension n(K 1) = r(K 1) spanned by the set K 1 and 
the orthogonal manifold M.L(K1). One can construct a 
set of real orthogonal baSis vectors ep'(K l ) , each of 
length ±1, such that the first n span m(K1) and the last 
(4 - n) span M .L(K 1). To construct such a basis, one 
first takes n(K 1) linearly independent real vectors 
from the set K 1. This set is augmented by [4 - n(K 1) 1 
real vectors to give a complete set of real linearly 
independent vectors. Because the rank r(K 1) equals 
n(K 1), the linear equations arising in the construction 
of el'(K 1) are soluble. The details have been given by 
Hall and Wightman. 4 Since the original vectors are, 
for us, real, the coeffiCients in the linear equations 
are real, and hence the solutions can be taken to be 
real. 5 A similar real basis,ep (J(2)' can be constructed 
for K 2 • 

Our interest is in the various Lorentz transforma­
tions A' satisfying K2 = A'K l' the K 1 and K2 being the 
fixed pOints of D connected by A E £;K2 = AK1• The 
transformations A' can be represented by the matri­
ces /V~o defined by 

A'e (K ) == eO(K )/V' == e (K )coT(K )A" (5) p 1 2 op 0 2 2 Tp' 

where a summation convention is used. The labels 
p, a, and T specify the baSis vectors, not components, 
and 

COp(K) == eO(Kj).ep(Kj) = ± oop for j = 1,2. (6) 

For either value of j three of the vectors eO(K
i
) have 

length -1 and the other has length + 1. 6 That a I four 
have length -1 is impossible because any vector v 
can be expanded as 

v = v o(Kj)e O(K) 
with 

vo(!S) = eo(IS)·v = eo~(K)v~, 

where JJ. labels the component of the vector. Then 

(7) 

(8) 

(9) 

If the negative sign were always to occur in (6), then 
all vectors represented by real v (K j ) would have 
negative length. But the vector vPwith components 
v = oJ.lO has real v and positive length [C~v = (1, -1, 
~1,- 1)], which is i contradiction. On the other 
hand, if there were two real orthogonal vectors vI and 
v 2 of length + 1, then 

(v6)2 - [V1 [2 = 1, (v~)2 - [V2 [2 = 1, (10) 
and 

v6V~ = v1 ·v2 • ( 11) 

From these it would follow that 

(12) 

and hence that 

( 13) 

which is not possible for real vectors. Thus there is, 
for each j, precisely one vector eO(K.) of length + 1. 

J 
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Because of this the vectors ea(IS) can be generated 
from the original set of basis vectors by real 
Lorentz transformations. The transformation Ab con­
necting the two sets 

Abeo(K1 ) e a (K2) (14) 

will then also be a real Lorentz transformation. 

The basis set e O(K 2 ) is not completely specified by 
this construction. It is possible to take the first n 
vectors (which mayor may not include the one of 
positive length) to be given by 

e O (K 2)::::Aeo(K1), a=(1,2, .•• ,n). (15) 

For, since K2 :::: AK1 , these vectors span the space 
M(K 2)' They are orthogonal, since the e O(K 1) are and 
A E -C. And they are real, since A takes all the real 
vectors of K 1 into the real vectors of K 2' and hence 
by linearity all real vectors of M(K1 ) into real vec­
tors of M(K 2 ). Because n(K 1) < 4,one can by proper 
choice of the sense of the vectors eO(K 1) with (J > 
n(K 1) make Ab a real element of £. 

With the basis vectors fixed in this way, it is clear 
that the basiS vector of positive length occurs either 
in the first n vectors of both sets e O (K2 ) and e O (K1 ) 

or in the last (4 - n) vectors of both sets. Also, with 
this choice the first n x n submatrix of (N')Z is the 
n x n unit matrix. Since N takes all vectors of M(K1 ) 

into vectors of M(K2) , the first n columns of A" have 
zeros except in the diagonal positions. The same 
property holds also for the first n rows as a conse-
quence of the relations N-IK2 Kl and 

(16) 

which is the characteristic property of Lorentz trans­
formations. That A" is a Lorentz transformation fol­
lows from (5) and (14); one obtains 

A-INe (K ) :::: e (K )N'oN'e (K ) bpI ,,1 p p 1, 

which shows that A" ==: A"IN. Since Ab is real, the 
transformation N' will be real if N is. 

(17) 

The conclusion from the above remarks is that for 
the case n{K 1) :::: r(K1 ) all Lorentz transformations 
N E -C satisfying K2 :::: A'KI and K2 ED, and with K2 :::: 
N( 1 for some A E £, can be represented in the form 

(18) 

with a fixed real Ab E -C and a A" E £ differing from 
the identity only in the (4 - n) x (4 - n) subspace 
corresponding to M J.(K1 ). And conversely, for all 
AI! E -C satisfying this property, which we call P, the 
transformation A' ==: AbAI! is an element of -C satis­
fying A'K1 = K2• 

This result is used in the following way: The trans­
formations A" E -C satisfying P can be parametrized 
in such a way that the matrix elements (/\.'~)a are ana­
lytic functions of these parameters regular Pin a neigh­
borhood N of the identity, and such that real para­
meters give there real A" E L. Such a parameteriza­
tion has been given by Jost,7 for the case with no 
constraint P. The restriction to a submatrix is ac­
complished by setting some of his parameters to 
zero. Now suppose first that Ab E L. Then the hypo­
thesis of the lemma gives 

(19) 

for all Nt E L satisfying P. For then K2 = A'K1, with 
N E L, the K 1 and K 2 being the fixed points of D con­
nected by K2 = AK v with A E -C. But the validity of 
this equation for real values of the parameters of A", 
together with regularity in N, implies its validity 
throughout N. Thus (19) is true for AI! E £ satisfying 
P, in a neighborhood of the identity. The restriction 
P does not destroy the group property, since products 
of matrices having this property will also have it, and 
inverses of matrices having this property must also 
have it. Using the fact that the subgroups of -C speci­
fied by the constraints P are connected, or more spe­
cifically, that any element of £ satisfying P can be 
expressed as a product of a finite number of elements 
of -C satisfying P from any fixed neighborhood of the 
origin, one obtains the result that (19) is true for all 
/\.' E -C satisfying NK1 :::: K 2• This ensures the validi­
ty of (4), from which the lemma follows, for the case 
n(K 1) = r(K 1)' provided Ab is an element of L. 

In the above argument it was supposed that Ab was an 
element of L; then for A" E L it followed that N E L, 
and (2) was immediately applicable. Now Ab is by 
construction a real e leinent of £ satisfying AbK 1 :::: K 2' 

Thus, by virtue of the hypothesis of the lemma, there 
exists some /\.' E L such that A'KI :::: K2. For this A' 
the transformation A" = A"IN must be a real element 
of £. Thus it is either an element of L or it can be 
written in the form A":::: AoA"l1 where Ni is an element 
of L and Ao is the (CPT) transformation k -t - k, 
which is a real element of -C. Parametrizing Ni E L 
instead of A" one can develop the same argument as 
before and prove, from the validity of (14) for the 
II' E L just introduced, its validity for all A' E £ satis­
fying A'K1 :::: K 2. This again validates (4), and comple­
tes the proof of the lemma for this case n{K1) r(Kl). 

The remaining possibility is n(K1 ) > r(K1) < 3. For 
these cases the vectors of Klare linear combinations 
of r(K 1) orthogonal vectors of nonzero length and a 
single vector of zero length orthogonal to these. The 
r(K 1) vectors of nonzero length are obtained by first 
picking r(K1 ) of the vectors of K1 such that the Gram 
determinant of these r(K 1) vectors is nonvanishing. 
This is always possible. 4 If anyone of these vectors 
has nonzero length, then normalize it to ± 1, by multi­
plying by a real scalar, and let it be the first vector 
of a real basis. If on the other hand all these vectors 
have zero length, then some real multiple of a com­
bination of the form (ki + kj ) must have length ± 1, 
since the (Gram) determinant of the matrix (Gij ) = 
(k(k) is nonvanishing. Subtracting a real multiple of 
this normalized vector from the other vectors, in the 
usual waY,one gets a set of [r(K1 ) 1] vectors ortho­
gonal to it. Since the Gram determinant is still non­
vanishing, the process can be repeated to give a 'real 
orthonormalized (i.e., to ± 1) set of r(K 1) vectors 
(e 1(K 1), •.• , eY(K})(K1 )). This same construction was 
used (though not described) in the case r(K1 ) = n(K 1)' 

Since in the present case n(K1 ) > r(K1), there must be 
a vector of K 1 that is linearly independent of these 
first r(K 1) vectors. By subtracting from it multiples 
of the e a(K1), a:::: 1, ... ,r(K1),a linearly independent 
vector w orthogonal to them can be obtained. Since 
the value of the Gram determinant is unaltered by 
adding linear combinations of certain of the vectors 
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to others, the Gram determinant of the first r(K 1) 
vectors together with w must vanish. But then w must 
have zero length. The next step is to augment the set 
K 1 by adding [4 - r(K 1)) real vectors that together 
with the first r(K 1) basiS vectors give four linearly 
independent vectors. Since n = 4 implies4 r = 4, one 
can complete the construction of a complete set of 
real orthonormalized basis vectors eO(K 1)' using the 
procedure just described. 

The vector w is orthogonal to the first r(K 1) of the 
e O (K1 ), and hence it is a linear combination of the re­
maining ones. Since it is real and of zero length it 
must, for the case r(K1 ) = 2, be of the form 

(20) 

where a ;r 0 is real and eO(K 1) is the basiS vector 
having positive length. That the coefficients of the 
e O (K1 ) are real for real w follows from the existence 
of the real inverse of the real Lorentz transformation 
generating the e o (K1 ) from the original basis vectors. 

The sign of ± e3 (K 1) in (20) depends on the sense of 
the vector e 3 (K1 ). However, only one sign is possible; 
if different vectors of Kl were to give w' s having dif­
ferent signs in (20), then one would have n(K1) = r(K1 ) 

+ 2 == 4, which is impossible since n(K 1) = 4 implies 
r(K1 ) = 4. 

For the case r(K1 ) = 1 the vector w must be of the 
form 

with a and e real and a ;r O. Moreover, for this case 
all vectors of K 1 must, when the part along e1(K 1) is 
removed, give multiples of this same vector w. To 
see this, note that the Gram determinant of two vec­
tors wand w I of the form (21) is 

G(W,W') = aa'[I- coste - e'))2, (22) 

which is different from zero unless Wi is a multiple 
of w. Thus if two vectors wand w I of the form (21) 
can be obtained as linear combinations of the vectors 
of (K 1)' then either w I is a multiple of w or r(K 1) ? 2. 
The second possibility contradicts the assumption 
r(K 1) = 1. The form (21) can be brought to the form 
(20) by a redefinition of the basis vectors that leaves 
them real and orthonormalized. 

In the case r(K 1) == 0 all the vectors of K 1 are of zero 
length and they are mutually orthogonal. Expanding 
them in terms of an arbitrary real orthonormalized 
basis e O(K1), each one has the form 

where a and (a,{3,y) are real and 

a 2 + (32 + y2 = 1. 

If w ;r 0, then any vector w' of the same form for 
which 

(24) 

G(W,W') = 0 (25) 

is, as before, a multiple of w. Thus for all the cases 
n(K

k
) > r(K1) one can construct a real orthonormali­

zed basiS e O(K1) such that the vectors of K1 are real 
linear combinations of a zero-length vector 
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w = e O(K 1 ) + e 3 (K1) 

and the vectors 

(26) 

(27) 

A similar basis can be constructed for K 2 • The set 
K2 is related to the set K1 by the relation K2 = AK1 , 

A E £. Since A is not necessarily real, the vectors 
AeO(K 1) need not be real. However, for a = 1, ... , 
r(K 1) these vectors must be real; the basis vectors 
eO(K1) can be expressed as real linear combinations 
of vectors of K l' and hence the AaO(K 1) will be the 
same linear combination of the corresponding vectors 
AK1 or AK2 , and hence also real. They have a Gram 
determinant of rank r(K 2) = r(K 1) and are orthogonal 
and of length -1, and hence they can be chosen to be 
the cor re sponding eO (K 2) : 

The entire set of real vectors e O (K2 ), constructed in 
the same manner as the e O (K1 ), and using (28) for 
a = (1, ... ,r(K 1 )), can be related to the set e O(K 1) by 
the equation 

(29) 

where Ab is a real Lorentz transformation uniquely 
defined by this equation, once e o(K 1) and e O(K 2) are 
picked. 

All real vectors of zero length in M(K1), the manifold 
spanned by the vectors of K l' are multiples of the 
single vector 

(30) 

since any real linear combination of the vectors of 
(27) is orthogonal to w(K 1) and of nonzero length un­
less zero. Similarly all real zero-length vectors of 
M(K 2) are multiples of 

(31) 

Since w(K 1) is a linear combination of the vectors of 
K 1 , the vector Aw(K1) is in M(K2) , the manifold span­
ned by the vectors of K 2 • But then Aw(K1) is a real 
nonzero vector of zero length in M(K 2). Hence it is 
a multiple w(K2 ): 

(32) 

The factor c can be taken to be unity. This follows 
from the fact that a real Lorentz transformation in 
the (0,3) subspace gives simply a scale transforma­
tion of a vector of the form (31): 

(
cosha Sinha) (1) (cosha + Sinha) 
Sinha cosha 1 = sinha + cosha . (33) 

This transformation preserves the reality and ortho­
normality properties of the e O(K1 ). Thus it can, and 
will, be assumed that the basis e O (K2 ) is chosen so 
that 

c = 1 (32 ' a) 

or, equivalently, that 

(32'b) 
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Using (29), one obtains, then, 

The general form of the Lorentz transformation 
K,,1A E .e satisfying (34) is readily computed. If the 
rows and columns are placed in the order (0,3,2,1), 
the general transformation matrix (A") a defined by 

p 

A" eo(K1 ) = ep(K )(1\")0 
1 p' (35) 

and consistent with (34), with A" E .e in place of the 
fixed A,} A , can be written 

1 + a -a c f 
a I-a c f 

(c cose + f sine) - (c cose + f sine) cose sine 
U cose - c sine) - {f cosb + C sine) - sine cosb 

(36a) 

where c,/, and e are arbitrary complex numbers and 

2a = c 2 + p. (36b) 

The condition (34) imposes the constraint that the 
first two columns are the negatives of each other, 
aside from the unit contributions on the diagonal. 
This gives four conditions, only three of which are 
independent of Lorentz transformation condition (16). 

Since the relations (28) and (34) are maintained if A 
is replaced by any A' satisfying A'K 1 = K 2' of which 
one is A

b
, the general form of (A") a == (1\b-1 A') 0 de­

fined by (35), with A'K1 = K 2 , is giten by (36) \Vith the 
last r(K 1) rows and columns having unity in the dia­
gonal position and zeros elsewhere, provided A" E .e. 
n can be assumed that Ab E £. If r(K 1) < 2, then there 
is freedom in the sign of at least one e O (K2 ), and Ab 
can be made a proper transformation. Then Ab will 
be a real element of £. For the other case, r(K2 ) = 2, 
the basis e O (K2 ) is uniquely speCified by the condi­
tions that have been imposed, and one cannot adjust 
Ab• However, in this case the conditions on (A") ~ re­
quire it to be unity even without the condition A" E £, 
for one then has c = f = e = 0 from the conditions on 
e O (K 1 ) for a = (1,2), and condition (36) then gives the 
unique solution Ab = A E £. 

To complete the argument for the case n(K 1) > r(K 1), 
one first notes that Ab is a real element of £ satisfy­
ing AbK 1 == K 2' Thus there must, by hypothesis, exist 
some A' E L satisfying A'K1 == K 2• But then 

(37) 

is valid when A" == A,/A' corresponds to this A' E L. 
Since Ab is a real element of £, either A" is an ele­
ment of L or A[/A" == N1 is, where Ao is the CPT 
transformation. Then 1\" or A\, whichever is in L, 
can be parametrized as in (36), with the appropriate 
constraints if r(K 1) > O. For a neighborhood of real 
values of the parameters, subject to these constraints, 
one still has A'K1 = K2 with A' E L. But the spin or 
transformation 

(38) 

is an analytic function of these parameters, regular in 
a neighborhood of the origin of the free variables of 
(c,j, e). Since (37) is true for real values of these 

variables, it is also valid for complex values in this 
neighborhood. One sees by inspection of (36) that the 
set of A" satisfying the conditions corresponding to 
A'K1 ==K2, A' E £,is a connected set of transforma­
tions in £. From this it follows that any element of 
the set can be expressed as a product of a finite num­
ber of elements of the set lying within any neighbor­
hood of the identity, and hence that (37) is valid for all 
A' E £ satisfying A'K1 == K 2. This validates (4) for 
this last case and completes the proof of Lemma 1. 

Lemma lA: Real pOints connected by a Lorentz 
transformation A E £ are connected by some real 
A E£. 

Proof: The transformation Ab constructed in the 
course of the proof of Lemma 1 is the required real 
A E £. . 

Lemma 2: Let Kobe a set of n linearly indepen­
dent vectors. For any neighborhood N of the identity 
in £ there is a neighborhood D(N, K 0) of K 0 such that 
any two points in D(N, K 0) connected by a Lorentz 
transformation are connected by a Lorentz transfor­
mation A EN. 

Proof: Suppose the rank of the Gram determinant 
of the vectors of the set Ko == {kn is r(Ko) == r. One 
can arrange the vectors of K 0 such that the rank of 
the Gram determinant of the first r vectors of the set 
is r. By using the procedure discussed in Lemma 1, 
but without the reality condition, a set of r orthonor­
mal basis vectors e 1 (K 0)' ... , ey(K 0) can be construc­
ted as linear combinations of the first r vectors of 
K o' Completing the set K 0 to a set of four linearly in­
dependent vectors by the addition of (4 - n) new vec­
tors, one can construct (4 - n) more vectors en+1(Ko), 
... ,e 4 (K 0) that are orthonormal and orthogonal to the 
first r of the basiS vectors. For the case r == n this 
gives a complete set of basis vectors eo(Ko)' 

For the case n = r + 1 the subtraction from k ~+1 of 
its components along e 1(Ko),'" ,ey(Ko) leaves a vec­
tor W 0 == W '" 0, which must be of zero length, since 
otherwise the rank r would be n. For some a > none 
must have eo(Ko)'w '" 0, since otherwise Wo would 
be a zero-length vector orthogonal to three ortho­
normal vectors in a four-dimensional (nondegenerate4 ) 

space and hence zero. Take this vector eo(Ko) to be 
e4(Ko)' Then i{e4 (Ko) - w[e4(Ko)' w]-l} is a vector of 
unit length orthogonal to e4 (Ko) and to e4 (Ko),"" 
ey(K 0)' Take this to be the final basis vector en1 (K 0)' 
and reorthogonalize ey+z(Ko),' .. ,e3 (Ko) following 
the standard procedure. 

For the case r = n - 2 the subtraction of components 
along e 1 (K 0)' ... , ey(K 0) from the vectors k~l> k~+2 
must leave two linearly independent orthogonal vec­
tors wr+1 and wY+2 having zero length. Otherwise there 
would be fewer than n linearly independent vectors, or 
the rank of the vectors of K 0 would be greater than r. 
The vectors w == Wr+l and w' == Wy+2 cannot both be 
orthogonal to eo(K 0) for all a> n, for then they would 
be orthogonal to two orthonormal vectors. This 
would provide two linearly independent zero-length 
vectors in a two-dimensional space, which is impos­
sible. 4 One can order the vectors of Ko and of the 
eo(KO) , a> n, so that w.e4 (Ko) '" O. Then the vector 
i{e 4 (Ko) -w[e 4 (Ko)' W]-l} is a vector of unit length 
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orthogonal to the vectors e1(Ko)," ., er(Ko) , and to 
e4(Ko)' Let it be called er+l(Ko)' The vectors ea(KO' 
4 > a> n, can then be reorthonormalized following 
the standard procedure so that the ea(Ko) for a ",: r + 
1 and a > n become an orthonormal set. If the origi­
nal ea(K 0)' a> n, are appropriately chosen the sub­
tractions of the required vectors will not give any 
zero-length vectors. 

From_t,he relation iiil.er+l(~O) = i[w'.e4(Ko)] it f~\lows 
that {w - e4(K o)[e4(K o)-iv- ] - er+l(KoJLer+l(KO)'w )} == 
w is a zero-length vector orthogonal to e4(Ko), e1(Ko), 
... ,e Y+l (K 0)' It cannot vanish since w' is linearly in­
dependent of w whereas e 4 (K 0)[ e 4 (K oho 1] + e r+ 1 (K 0) 
'w'] one must have ea(KO)'w "" O. Otherwisew would 
be a zero-length vector orthogonal to the first r + 1 
basis vectors and the last 4 - n basis vectors and 
hence orthogonal to 4 - n + r + 1 = 3 orthonormal 
basis vectors. Letthis ea(Ko) be e3(Ko), sinceit is not 
vectors. Let this ea(K 0) be e 3(K 0), since it is not 
e4(Ko)' Then the vector i{e 3(Ko) - w[e 3(Ko)'w]-1} == e 
is a vector of unit length orthogonal to all ea(Ko) with 
(! '" r + 1 or (! ? 3, where these vectors are all ortho­
normal. This is impossible unless r = 0, since a vec­
tor orthogonal to four orthonormal vectors is zero. 
Thus one can set e 2(Ko) = e. This completes the con­
struction of the orthonormal basis ea(Ko) for the case 
n = r + 2. The case n > r + 2 is not possible. 

For K in a sufficiently small neighborhood of Ko one 
can construct a basis ea(K) following the procedure 
just described, except for the following changes: The 
(4 - n) vectors that are added to the set K to make a 
linearly independent set will, for all K, be taken to be 
the fixed vectors ea(K 0) for a > n, constructed above. 
For K in a sufficiently small neighborhood D' (K 0) of 
Ko the augmented set will continue to have four linea­
rly independent vectors, and one can proceed with the 
construction; one constructs a set ea(K) , (J> n, by 
subtracting in the standard way the components along 
ea(K) , (! '" r, etc., and normalizing. For K E D U (K 0) 
c D'(K 0) the vectors arising in this procedure will 
have nonzero length, so that a uniform procedure can 
be followed for all K E D"(Ko)' At the next stage the 
vectors e

Y
+1 (K) [and e

Y
+2 (K)] can be defined in the same 

way as above except that additional normalization fac­
tors TJ (and 1) must be supplied. For K in a suffi­
ciently small neighborhood DN/(K 1) c D"(K 1) the 
various factors that are required to be nonvanishing 
will continue to be nonvanishing, since they will de­
pend continuously on the vectors of K. The only am­
biguity in the procedure is in the choice of sign for 
the normalization factors. This sign can be fixed by 
requiring the normalization factors to be continuous 
functions of K. Thus in a suffiCiently small neighbor­
hood D(K 0) of K 0 a basis eo(K) can be defined so that 
these basis vectors depend continuously on the vector 
K. Also, for the case r = n - 1 the vector w obtained 
by subtracting from kn 0 == k;!.l its components along 
eo(K) , (J = 1, ... , r, will always have the standard 
form w = [e4(K) + iTJer+l(K)][w.e4(K)]. For the case 
r = n - 2 = 0 this vector will have the form w = 
[e4(K) + i7jel(K)][w'e4(K)],and the other vector,w, 
will have the standard form iii = [e 3 (K) + iTje 2(K)]. 
[w.e 3(K)]. 

For any two vectors K 1 and K 2 in D(K 0) a Lorentz 
transformation A (Kl'K2 ) E.2 is defined by the equa­
tion 
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(39) 

If Kl and K2 are connected by a Lorentz transforma­
tion, then Kr = A(Kl,K2)K~, where Kr is the set con­
sisting of the first r vectors of K. This is because 
the vectors ea(K) are constructed, following a stan­
dardized procedure, as a linear combination of the 
vectors of KY, and the coefficients are given as func­
tions only of the inner products of the vectors of KY. 
For the case r = n,Kr = Kn and this transformation 
connects Kl to K 2 • Since the transformationA(K1,K2 ) 

is a continuous function of (K l' K 2) the inverse image 
of any open set in N containing the identity contains a 
neighborhood of the point (Ko,Ko)' This neighborhood 
must contain a neighborhood of the form Kl E 
D(N,Ko), K2 E D(N,Ko), with D(N,Ko) C D(Ko)' This 
D(N,Ko) satisfies the requirements of the lemma for 
the case r = n. 

For the cases r < n any points Kl and K2 E D(Ko) 
connected by a Lorentz transformation are connected 
by a Lorentz transformation of the form 

(40) 

where AWKr = KI. For the subcase r = n - 1 the Kl 
and K2 differ only in the value of the vector w, and 
both values,w 1 andw 2,lie in the (e 3 (K 1 );e4 (K 1» sub­
space. But two vectors in a subspace connected by a 
Lorentz transformation are connected by a Lorentz 
transformation in the subspace. This is a consequen­
ce of Lemma 2 of Hall and Wightman. 

The Lorentz transformations in a two-dimensional 
subspace can be expressed as a product of possible 
inversions about the space or time axis times a 
transformation 

(41) 

where r is a complex number and the a± are compo­
nents along two orthogonal light-cone vectors. If two 
pOints are connected by a transformation of the form 
A(r) then this transformation is unique. 

If two pOints are in a neighborhood of the point (a+, aJ 
= (1,0) that contains no point with a+ = 0, then, if they 
are connected by any Lorentz transformation, they 
are also connected by a A(r). This is because for the 
case a_ (0) "" 0 one can transform-using a A(r)-to a 
point where a+ = ± a_. At such a point the reflections 
are equivalent either to the identity or to the particu­
lar A(r) given by expr = exp(- r) = - 1. As a con­
sequence of this, any sequence of reflections and 
proper transformations can be reduced to a single 
transformation A(r), for this case, by the elimination 
of reflections in pairs. On the other hand, if a_ = 0, 
any product of reflections and A(r) takes the point to 
a point with a_ = 0, which can be reached by A(r) 
alone, or to a point with a+ = 0, which by assumption 
is not in the original domain. Thus, with the neighbor­
hood taken small enough so that pOints a+ = 0 are not 
included, aU pOints in the neighborhood connected by 
a Lorentz transformation are connected by a unique 
transformation of the form A(r). One can therefore 
define a unique A 1(K 1 ,K2) = A(r)A(Kl>K2 ) that 
satisfies 

This transformation is a uniquely defined and contin-
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uous function of the K 1 and K 2' provided (K l' K 2) is 
restricted to a sufficiently small neighborhood of 
(Ko,K o)' 

In case Kl and K2 are not connected by a Lorentz 
transformation Eq. (41) can be modified by the inclu­
sion of a scale factor ::\ defined by 

a± --7 ::\[exp(± r)]a± == ::\A(r)a±. 

The A1 is still defined to be A(r)A(K1,K2 ). This A1 
is again continuous in K 1 and K 2' 

Since Al (K l' K 2) is continuous, one can proceed just 
as before, and D(N, K 0) can be taken to be any neigh­
borhood of Ko such that D(N,Ko) ® D(N,Ko) is in the 
inverse image of any neighborhood of the identity con­
tained in N. Such a D(N,Ko) must exist since the in­
verse image contains a neighborhood of (Ko,Ka). The 
neighborhood D(N,Ka) is to be restricted also by the 
condition that the vectors w do not have a zero com­
ponent along the w + axis. This is possible since for 
K 0 this condition is satisfied (for this case r = n - 1). 

For the remaining case n = r + 2 = 2 similar argu­
ments apply. The vectors of K are specified by the 
two vectors wand w. The vectors w 1 and w 2 both lie 
in the (e 4(K 1); e 2(K 1» subspace and the vectors W 1 
andw! both lie in the (e 3(K 1);e I (Ka)) subspace. Thus 
the transformation AW will be a product of transfor­
mations in two orthogonal subspaces. The problem 
separates then into two disconnected parts each of 
which is treated in the same way as AW for the r = 
n - 1 case. 

Lemma 3: Let Ka be an arbitrary set of vectors. 
Let the first n vectors of Kobe linearly independent. 
For any neighborhood N of the identity in £ there is 
a neighborhood D(N,Ko) of Ka such that if any two 
pOints K 1 and K 2 in D(N, K a) are connected by a 
Lorentz transformation then K~ == AK~ with A E N, 
where Kn is the set conSisting of the first n vectors 
of K. 

Proof: This is a trivial extension of the preceding 
lemma. The neighborhood D(N,Ka) can be the inter­
section of any (fuU) neighborhood of Ka with Dn(N, K5), 
the neighborhood in the subspace associated with the 
Kn specified by Lemma 2. 

Definition: A simple point K is a point where n == 
3,4, or r. 

Lemma 4: Let Ko be any simple point and D(Ko) 
be any neighborhood of K o' Then there is a neighbor­
hood Do(Ka) of Ko, contained in D(Ko), such that any 
two pOints Kl and K2 in Do(Ko) connected by a A E 

£ are connected by a continuous path K(t) = A(t)K2, 
with K(O) = K2 and K(1) = K 1> such that A(t) E £ and 
K(f) E D(Ko) for 0 .; t .; 1. 

Proof: Let n be the number of linearly independent 
vectors of Ka and r the rank of their Gram determin­
ant. Arrange the vectors of Koso that the first n are 
linearly independent and the rank of the Gram deter­
minant of the first r is r. Then, according to Lemma 
3 there is, for any arbitrary neighborhood N of the 
identity in O£, a neighborhood D(N,Ko) of Ko small 
enough so that if K 1 and K 2 are in D(N, K 0) and are 
connected by a Lorentz transformation A E O£, then 

there is a AlE N such that K~ = A lK~, where K~ and 
K~ are the subsets of K 1 and K 2 consisting of their 
first n vectors. The neighborhood N can be taken to 
be a domain (Le., connected), and hence a path A(t) in 
N can be constructed with A(O) = 1, A( ~) = AI' and 
A(t) EN for 0 .; t '" ~. The Da(Ko) c D(N,Ko) and N 
can evidently be chosen small enough so that all 
points NK2 with N EN and K2 E Do(Ko) are in any 
preassigned neighborhood of K a, say Dl (K 0) c D(K 0)' 

ConSider first the case r ::: n. The neighborhood 
D1(Ko) will be taken small enough so that for all K E 

D I (Ka), the rank r(K) of the Gram determinant of the 
first r vectors of K remains equal to r. Then any 
KED 1 (K 0) can be unique ly decomposed into a sum 
of two terms,K == Kr + V, where the vectors of Kr 
are in the subspace spanned by the first r vectors of 
K, and the vectors of V lie in the subspace orthogonal 
to those r vectors. (Note that Kr is not the same as 
in Lemma 2.) 

The neighborhood DI (Ko) can be specified by condi­
tions of the form IIKr - Kli IkPr and II vlkp, with p and 
Pr> 0, since this is an arbitrarily small open set con­
taining Ko = Ko' One can use here for instance the 
Euclidian norms; e.g., 

II V II ::: 2J I V .12 == 2J I vI! 12 . t . t 
I I,~ 

(42) 

The proof will be completed, for this case, if a con­
tinuous A(t) for ~.; t .; 1, with A(~) == A1 and A(1)K2 
::: K l' can be found that acts only in the space ortho­
gonal to the space spanned by the set K1 and keeps 
Ilvll < p. 

The Lorentz transformation A = A(1)A-l E O£, which 
takes the point i\(~)K2 == AIK2 to A{l)K2 == Kvcan, 
as any A E O£, be expressed in the formS 

A = R expA, ( 43) 

where R is a unimodular real orthogonal (hence uni­
tary) transformation and A is Hermitian and imagi­
nary: 

A=-A*=At. (44) 

(The metric tensor G has been converted to the unit 
matrix by the introduction of the appropriate imagi­
nary units.) The required transformation A(t) for 
~ .; t .; 1 can be taken to be defined by 

{ 

exp[ 4(t - t )A] 
N(t) == A(t)A-l ::: 

for t .; t .; t (45) 

R(t) expA for ~ .; t .; 1, (46) 

where R(t) for t .; t .; 1 is any continuous curve from 
the identity E to R in the connected space of real uni­
modular orthogonal matrices. 

The Euclidean norm IIv(t)1I of Vet) == {A(t)v i } is the 
square root of 

D2(t) =.E 1 A(t)v ·12 =.E v~ N(t) A(t)v. 
iii ~ z. 

== (N(t)A(t)v' (47) 

In the interval t .; t .; 1 the II vet) 1/ is constant, 
because of the unitarity of R(t): 

Rt(t)R(t) = R(t)R(t) == E. (48) 
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On the other hand, in the interval t < t < t one has, 
since A = At, 

~ D2(t) = ~ (NU) A(t» 
dt 2 dt 2 v 

= 64 (At(t)AtAA(t»v ~ o. ( 49) 

Because the second derivative of II Vet) 112 is nonnega­
tive, its maximum value must be assumed at an end 
point. As the end pOints are in D1 (K 0) they satisfy 
II Vet) II < p. Thus for all 0 :( t :( 1 this condition is 
satisfied. Consequently, all pOints K(t) = A(t)K2 are 
in D 1(K o) C D(Ko). This completes the proof for the 
case that r, the rank of the Gram determinant of K o, 
is equal to n, the number of linearly independent vec­
tors of K o' 

In the case r < n the first part of the transformation, 
o :( t :( ~,can be performed as before. For n ? 3 this 
already completes the proof, since the coincidence of 
three linearly independent vectors ensures the coin­
cidence of all vectors. The special form of D1 (K 0) 
is not needed for this case. This completes the proof. 

Definition: A function F(K) will be said to be regu­
lar at a point K if and only if the various functions of 
K corresponding to the various combinations of the 
spin indices are all regular analytic functions of the 
components of the four vectors {kJ at the pOint K. 

Lemma 5: Let A be a fixed Lorentz transforma­
tion. Let FA (K) be defined by 

(50) 

If F(K) is regular at the point K = A-1K', then FA(K) is 
regular at the point K = K' . 

Proof: This is an immediate consequence of the 
theorem in several complex variables that an analytic 
function of an analytic function is analytic. This well­
known theorem is easily proved by using the Cauchy­
Riemann equations. 

Corollary A: Let FA(K) be defined by (50), where A 
is fixed. Then FA(K) is regular at K = K' if and only 
if F(A-1K') is regular at K = A-1K'. 

Proof: The first part of the corollary is just the 
lemma. To prove the converse, apply the lemma to 
the function 

(51) 

to show that F"(K) is regular at Kif FA(AK) is regu­
lar at AK. But FliCK) is just F(K). The substitution 
K = A-1K' gives the desired results. The fact that the 
inverses A-1 and KI exist is essential to the proof. 

Corollary B: The property of being regular at a 
point does not depend on the choice of coordinate sys­
tem relative to which the components of the vectors 
k are measured, provided the components in the two 
systems are related by a Lorentz transformation. 

Proof: The proof is the same as for the lemma. 

Definition: A domain is an arcwise connected open 
set. 
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Definition: A real domain is an arcwise connected 
real set open with respect to the set of real pOints. 

Lemma 6: Suppose F(K) is defined (single-valuedly) 
in a domain D(Ko) containing Ko and is regular at all 
points of D(Ko)' And suppose F(k) satisfies the co­
variance condition 

(52) 

for A E L, and K and A-1K in a real domain D con­
taining the point Ko. Then for each point K in D(Ko) 
Eq. (52) is satisfied for A E Nr(K), where Nr(K) is 
some neighborhood of the identity in L. 

Proof: Let K 1 be a fixed arbitrary point of D(K 0)' 
Since D(K 0) is a domain there exists a continuous 
curve K(t), 0 :( t :( 1, from Ko to K 1, all pOints of 
which are in D(Ko). Let the distance between two 
pOints be defined as maximum of the absolute values 
of the differences of the components of the vectors 
{ki }· Then the distance of a point K in iY K 0) to the 
boundary of D(K 0) will be defined as the maximum 
(real) number Il(K) E '::h that every point whose dis­
tance f.com K is less than t.(K) is inside D(K 0)' Since 
D(Ko) is a domain ~(K) > 0 for all K E D(Ko). More­
over, 

Il(K(t)) ? a> 0, for 0:( t < 1, (53) 

for if there were no positive lower bound a> 0 of 
Il{K(t) , one could find a sequence tn' 0 :( tn :( 1, with 
Il(K(t n» < 2-n. _These tn would have to have an accu­
mulation point t, 0:( t :( 1. But Il(K(f) == b > O. 
Hence, for all t such that the distance between K(t) 
and K(f) is less than b/2, one would have Il(K(t» ? 

b/2, by the triangle inequality. Since K(t) is a con­
tinuous curve, the inverse map of the open set II K(t) -
K(f) II < b/2 contains an open interval Ilt about t. But, 
since Il(K(t)) > b /2 for t E Ilt, only a finite number of 
the t n can be in Ilt. Hence t cannot be an accumula­
tion point. This is a contradiction. Thus there is a 
positive lower bound a. 

Let the maximum value of IIK(t) II for 0 :( t :( 1 be A. 
Let N(K1 ) be a neighborhood of the identity in £ such 
that if K1 E N(K1 ),then II(K1)~- o~11 < (a/4A). Then, 
for A-1 E N(K1) , it follows that IIA-IK(t) -K(t)11 < a, 
and the (continuous) curve KA(t) == A-1K(t) remains 
inside of D(K 0) for all 0 :( t :( 1. 

Let Ny be a neighborhood of the identity in L such 
that A-1K 0 E D for A-1 E Nr . The existence of such a 
neighborhood follows immediately from the continuity 
of A-1K 0 in A at the identity. For any fixed A-1 E Nr n 
N(K1) == N r (K1) there is a real domain D(A, K 1) C D, 
with Ko E D(A,K1 ), such that for all K E D(A,K1 ) the 
pOints K and A -1K are in D n D(K 0)' The existence of 
such a D (A, K 1) follows from the fact that K 0 and 
A-1Ko are in D n D(K 0), in conjunction with the conti­
nuity of A-1K as a function of K. Thus (52) is valid 
for any fixed A-1 E Ny n N(K 1) for all K E D(A ,K 1)' 
The validity of (52) for fixed A-1 E Ny nN(K1),for all 
K in the real domain D(A, K 1), together with the analy­
ticity of both sides of the equation, as functions of K 
(Lemma 5) implies the validity also at the point K 1 , 

since one can analytically continue along K(t) with the 
argument of the function on the right tracing simul­
taneously the curve KA(t) , which remains inside the 
domain of regularity D(Ko). 
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Lemma 6A: Lemma 6 modified by the substitution 
of J; for L and of a (full complex) domain Dc for the 
real domain D is also valid. 

Proof: Make these substitutions throughout the 
proof of Lemma 6. 

Lemma 7: Suppose F(K) is defined (single-valuedly) 
in a domain D(Ko) containing Ko and is regular at 
all points of D(Ko). And suppose F(K) satisfies the 
covariance condition (52) for A E L, and K and A-IK 
in a real domain D containing the point Ko. Then (52) 
is also valid for all K EO D(Kn) and A EO J; such that 
there is a continuous path A (t) EO J;,O ,,; t ,,; 1, with 
A(O) = E and A(1) = A, such that K(t) == A-l(t)K EO 

D(Ko) for 0 ,,; t ,,; 1. 

Proof: The assumptions of the lemma are the 
same as those of Lemma 6. Thus the conclusions of 
Lemma 6 may be used; (52) is valid for every point 
K EO D(Ko) for A-I EO Nr(K) , a neighborhood of the iden­
tity in L. Following Hall and Wightman4 and Jost,1 
the Lorentz transformations A in a neighborhood N of 
the identity in J; can be parametrized by a continuous 
one-to-one mapping A(~) in such a way that the rep­
resentations of A-I and As are regular analytic func­
tions of the A for Kl EO N; and such that for A-I EO N n 
L the Aj are ~eal; and such that the origin in Aj maps 
into the identity in A. Such a parametrization has 
been given by Jost. 7 

Considered as a function of the Aj the right-hand side 
of (52) is an analytic function regular at all points for 
which Kl EO Nand A-IK EO D(Ko). But for A-I in the 
real neighborhood of the origin Nr(K) the right-hand 
side of the equation is, by Lemma 6, equal to the left­
hand side, which is independent of Ai. Thus the right 
side must be equal to the left for all A = A(t) such 
that A-l(t') EO Nand A(t')K EO D(Ko) for 0 ,,; t' ,,; t, 
since one can analytically continue to this point, the 
right-hand side remaining regular. If for all 0 ,,; t ,,; 
1 the A-l(t) are not contained in N, then the continua­
tion can be carried out stepwise by expanding A-l(t), 
in the manner specified above, about a finite sequence 
of intermediate pOints, tn' and by using the group pro­
perties. The covariance equation is in this way vali­
dated for all points K, A-IK connected by a continuous 
path A(t)K that remains always inside the domain of 
regularity D(Ko). That only a finite number of tn are 
required follows from the Heine-Borel covering 
theorem. 

Lemma 7 A: Lemma 7 is also true if the real D and 
L are replaced by complex Dc and J;. 

Proof: Make these substitutions throughout the 
proof of Lemma 7. 

Lemma 8: Let F(K) be defined (single-valuedly) 
and regular for points in a domain D(K 0) containing 
Ko. And suppose 

(54) 

for A EO L and A and A-IK in a real domain D contain­
ing K o. Then for every Simple point K 1 EO D(K 0) there 
is a domain Do(Kl) containing Kl such that the equa­
tion 

(55) 

with A-IK EO Do(K1) and A EO J; defines a (single­
valued) function F(Kj Do(K)) over the pOints K EO 

J;Do(K 1). This function is regular throughout its dom­
ain of definition and coincides with F(K) in the domain 
Do(K 1) C D(Ko). 

Proof: The assumptions are the same as those of 
Lemma 7. Thus the covariance equation (54) holds for 
all K and A-IK connected by a path A(t)K, 0,,; t ,,; 1, 
that is everywhere in D(K 0). Consider an arbitrary 
point K 1 EO D(K 0). According to Lemma 4, there is a 
domain Do(K 1) containing K 1 such that the pOints of 
every pair of pOints in Do(K 1) connected by a Lorentz 
transformation are connected by a continuous path 
A(t)K, 0 ,,; t ,,; 1, that is everywhere in D(K 0). Lemma 
7 then ensures that the covariance equation (54) is 
valid for all K,A-IK EO Do(K 1). This in turn ensures 
that (55) defines a (single-valued) function F(Kj Do 
(K1». To show this, suppose for some K EO J;Do(K1) 
the pOints A-lK and KiK are both in Do(K1). Then 
one can write 

Fl(K; Do(K 1)) = A 1s F(A-lK) 
and 

F2(K;Do(Kl)) = A 2s F(A-iK). 

(56) 

(57) 

That these are equal follows from Eq. (54) expressed 
in the form 

(58) 

which is true because both arguments are in Do(K1 ). 

Since F(K; Do(K 1» is independent of the particular A 
used on the right of (55), so long as A-IK EO Do(K1), 
the values of F(K; Do(K 1)) in some neighborhood of 
any K EO J;D o(K1) can be generated from a fixed A, 
as a consequence of the continuity of A-IK as a func­
tion of K, for fixed A. That is, the inverse map of the 
open set Do(K1) of A-IK's is an open set DA(K1) of 
K's. But for fixed A the regularity of the left-hand 
side of (55) is ensured by Lemma 5, since A-IK EO 

Do(K1) C D(Ko). Finally, that F(K;D o(K1)) coincides 
with F(K) for K EO Do(K1) is true by virtue of (55) 
with A = I. 

Remark: Minkowski and Williams9 have shown 
that Lemma 8 can be proved without the restriction 
to simple points. This restriction will therefore be 
henceforth omitted. Lemma 4, on the other hand, is 
not true for nonsimple points, as shown by a counter 
example of Jost generalized by Seiler. 9 

Lemma SA. The lemma remains valid if the real 
D and L are replaced by a complex D and J;. 

Some concepts from the theory of functions of seve­
ral complex variables will now be introduced.10 

Definition: A regular function element e is a 
triple [KejDeiFe(K)] conSisting of a base point Ke, a 
domain De containing Ke, and an associated function 
Fe (K) defined (single-valuedly) and regular in De. 

Definition: Two regular function elements will be 
called equivalent if and only if they have the same 
base point and their functions coincide in some neigh­
borhood of this point. 

Definition: A germ is a set of regular function 
elements such that 
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(1) any two elements of the set are equivalent, 
and 

(2) any regular function element equivalent to an 
element of the set is also in the set. 

Definition: A germ neighborhood N(DN,FN(K» is 
the set of all germs containing a regular functions 
element rK;DN;FN(K)]. The domainDN and the func­
tion FN(K) are called the base domain and the charac­
teristic function of the germ neighborhood, respec­
tively. 

Definition: The topological (Hausdorff) space with 
germs as points and germ neighborhoods as neighbor­
hoods will be called the germ space. 

Definition: The domain of regularity of a function 
F (K) defined (single-valuedly) and regular in a do­
main D is the set of all germs connected to any germ 
of N(D,F(K» by a continuous curve in the germ space. 

Definition: The unique germ g[ e] containing e is 
called the germ specified bye. (Uniqueness is easily 
proved.) 

Definition: The base point K(g) of a germ g is the 
common base point of the e E g. 

Definition: F(g) =:: Fe (K(g», with e E g. [F(g) is 
independent of the choice of e E g.] 

Definition: Let N =:: N(D N' FN (K» be a germ neigh­
borhood. Then, for KED N' define g N(K) == g[ e], 
where e = [K;DN;FN(K)]. 

Remark: gN(K) is the unique g EN such that 
K(gN(K'» = K'. Restated,gN(K) is the unique inverse 
of K(g), subject to the condition that g EN. 

Lemma 9: If the characteristic functions of two 
germ neighborhoods Nand N' coincide in a domain 
DC (DN n DN,), thengN(K) = gN,(K) , for KED. 

Proof: The associated function of any element e 
of g (K) coincides with FN(K) for K in some neigh­
borliood N(K) of KED. Thus it must coincide with 
FN,(K) in N(K) n D and hence in some neighborhood 
of K. Thus e is in gN,(K). Conversely every 
e E gN,(K) is ingN(K). 

Some terminology associated with Lorentz covariant 
analytic functions will now be introduced. 

Definition: A function will be called £ (or L)­
covariant over a set of points 5 if and only if it satis­
fies 

F(K) = A,;F(A-1K) 

for any K and A such that A is in £ (or L) and both K 
and A-1K are in S. 

Definition: An orbit is a set of points K all ~on­
nected to a single point by Lorentz transformatIons 
A E £. 

Definition: A regular orbit is a set of germs 
whose base points cover exactly once the points of 
an orbit, and such that the image in the germ space 
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of any continuous curve in the orbit is a continuous 
curve in the germ space. 

Definition: Let g(K) for K E £Ko, K(g(K'» = K', 
be the germs of a regular orbit. This regular orbit 
will be called £-covariant if and only if the function 
F(K) =:: F(g(K» is£-covariant over the orbit£KQ. 

Definition: A domain of regularity will be called 
£-covariant if and only if it is a union of £-covariant 
regular orbits. 

Theorem 1: A function defined (single-valuedly) 
and regular in a domain containing a point and L­
covariant over a real domain containing the point 
has an £-covariant domain of regularity. 

Proof: Let KQ be the point in the real domain and 
let the function be called F(K). There is a domain 
D (KQ) containing Ko on which F (K) is defined and 
regular. Thus the set eo =:: [Ko;D(Ko);F(K)] consti­
tutes a regular function element. Let go be the germ 
specified by eo' This go is inN=:: N(D(KQ),F(K». Let 
gl and g2 be any two germs in N. Then there is a con­
tinuous curve in the germ space connecting gl and g2' 
In particular, if K(t) is a continuous curve in D(KQ) 
connecting K(gl) and K(g2)' then gN(K(t» will be a con­
tinuous curve in the germ space connecting gl andg2 • 

For consider any germ neighborhood N' =:: N(D', 
F'(K» that contains a germgN(K(to», where to is some 
fixed value of t, 0 ~ t ~ 1. Let D" be a domain in 
D' n D(Ko) containing K(to)' Any germ of N' with base 
point in D" is identical to the germ of N with the 
same base point, for D" is a domain and hence the 
function F' (K) must be identical with F (K) for KED" • 
This is true because F(K) and F'(K) are both regular 
over the domain D" and they coincide over some 
neighborhood of K(to) ED", since g(K(to» contains 
both [K(tQ);D;F] and [K(to);D';F']. Since the func­
tions F' tK) and F (K) are identical for KED", the 
germs of N' and N with base points in D" must be 
identical, by virtue of Lemma 9. Because K(to) is in 
the domain D", and K(t) is a continuous curve, the in­
verse image of the points K(t) E D" contains an inter­
val t..t that contains to and is open with respect to the 
set 0 ~ t ~ 1. The germs gN(K(t» with t in the inter­
val t::.t are all in the arbitrary neighborhood N' con­
taining gN(K(to»' Thus, this curve gN(K(t» == g(t) is 
continuous. Hence any two germs in N can be con­
nected by a continuous curve. This means that the 
word "any" in the definition of domain of regularity 
can be replaced by "every" with no change in the 
meaning. (That two continuous curves joined at their 
end points give a continuous curve follows easily.) 

Consider now an arbitrary germ g in the domain of 
regularity ofF(K). It is connected togo by a con­
tinuous curve g(t) in the germ. space. Since g(t) is 
continuous the inverse image of any germ neighbor­
hood containing a germ g(to) contains an interval D.t 
containing to that is open with respect to the set 
o ~ t ~ 1. By the Heine-Borel theorem, the closed 
bounded set 0 ~ t ~ 1 is covered by a finite number 
of these intervals, D. i , with i = 1, 2, ... ,n. Associated 
with these intervals are corresponding germ neigh­
borhoods Ni , with i = 1,2, ... ,n, such that, for t E D. i , 

g(t) E Ni • And there is then a sequence {ti } so that 
g(ti ) is in both Ni and Ni+ l' 
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The assumptions of the theorem are a paraphrasing 
of the assumptions of Lemma 8. Thus for each point 
Kl of D(Ko) there is a domain Do(Kl ) C D(Ko) con­
taining Kl such that F(K) is £-covariant in Do(Kl ). 
The first Ni can be taken to be Nl = N. Take Kl = 
K(tl ). Then Kl will also lie in the domainD2 , in which lie 
the base points of the germs of N2 • The germ neighbor­
hood N2 is characterized by the requirement that each 
of its germs has an element having the domain D2 and 
the function F 2 (K). Also,N2 contains the germ g(tl)' 
which is also in Nl = N, and which therefore has the 
element [K(ll);D(KQ);F(K)]. But then F2(K) and F(K) == 
F 1 (K) must coincide with each other in some neighbor­
hood of Kl . But since F (K) is .13-covariant in Do(K1) 

the function F 2 (K) is £-covariant in some domain 
containing K1 • Thus the conditions for Lemma 8A are 
satisfied for F 2(K). Hence for any point K2 in D2 
there is a domain containing K2 such that F~(K) is .13-
covariant in this domain. Take K2 = K(l2)' The argu­
ment may then be repeated to give £'-covariance in a 
domain about Ki = K(li) for i = 3, and by iteration, for 
i = n - 1. In particular, there is a point Kn - 1 of the 
domain Drp in which lie the base points of Nn, such 
that Fn(K) is £'-covariant in some domain containing 
Kn- l • Lemma 8A now shows that there is a domain 
Dn(Kg) containing Kg, the base point of the germg, 
such that there is a function Fg(K) defined (single­
valuedly) over .13Dn (Kg), where it is regular and £­
covariant, and which coincides with F;, (K) in Dn n 
£Dn(Kg), which contains Kg. The germ neighborhood 
Ng == N(.13Dn(K ),~(K» containsg, by virtue of Lemma 
9, since Fg(Kf coincides with Fn(K) in a neighborhood 
of Kg. 

The set of germs g' ENg with K(g') E £Kg constitute 
an £-covariant regular orbit containing g. Let 
g(K(g'» = g' for g' ENg. That any continuous K(t) E 
.13Kg has a continuous image g(K(t)) follows from the 
argument given earlier, since g(K(t» E Ng (see 
Lemma 10). The £-covariance of the setg ENg with 
K(g) E £Kg follows from the £-covariance of Fg(K) 
over £Dn (Kg) :J .13Kg. Thus each germ g in the domain 
of regularity of F(K) is on an £-covariant regular 
orbit. Since all points of this orbit are connected to g 
by a continuous path, they are also contained in the 
domain of regularity of F(K). Thus each germ g in 
the domain of regularity of F (K) is a member of an 
£-covariant regular orbit each of whose members is 
also in the domain of regularity of F(K). This is 
what was to be proved. 

Theorem LA: Theorem 1 is also true if "L-co­
variant" is replaced by ".13- covariant", and the real 
domain is replaced by a (complex) domain. 

Definilion: A germ neighborhood will be said to 
be £-covarianl if only if its base domain is of the 
form £D and its characteristic function is £-covari­
ant over £D. 

Theorem I': The domain of regularity of a func­
tion satisfying the conditions of Theorem 1 is a union 
of £-covariant germ neighborhoods. 

Proof: In the course of proving Theorem 1 it was 
shown that each g in the domain of regularity of such 
a function is in an £ - covariant germ neighborhood 
Ng • All the pOints of this neighborhood are in the 
domain of regularity since one is, by virtue of the 

following lemma, which was also proved in the course 
of proving Theorem 1. 

Lemma 10: The image in a germ neighborhood of 
a continuous curve in its base domain is a continuous 
curve in the germ space. 

The converse of this lemma is: 

Lemma 10': The image K(g(t» of a continuous 
curve get) in the germ space is continuous. 

Proof: A continuous function of a continuous func­
tion is continuous. But K(g) is continuous, since given 
any domain D containing K(g) one can take a germ 
neighborhood Ng containing g specified by a function 
element whose domain D', which contains K(g), is 
contained in D. Then, for all g' ENg, K(g) ED. 

Lemma 11: Let D be a real domain satisfying the 
condition of Lemma 1 that points of D connected by 
a real A E £ are connected by a A E L. Let there be 
two converging sequ~nces Ki -) KQ and ~ -) ~ ~hose 
limit points-.Fo and KQ are in D. And suppose 1\ E 

£1\. Then Ko E £KQ. 

Proof: The scalar and pseudoscalar invariants 
~rmed from corresponding vectors of 1\ and K; = 
A;1\ are equal. Thus these points map into the same 
points in the space of scalar and pseudoscalar invari­
ants. As the mapping from K to the space of invari­
ants 2s continuous, the converging sequences 1\ -) KQ 
and K;, -) Ko map into converging sequ~ces in the 
space of the invariants. Thus Ko and KQ have the 
same scalar and pseudoscalar invariants. 

~ case r, the rank of the Gram determinant of KQ or 
KQ, is greater than two, it follows from a trivial 
genera!!.zation of Lemma 2 of Hall and Wightman that 
Ko and Ko are connected by a Lorentz transformation 
A E £; that the transformation is proper in the case 
r = 4 follows from the invariance of the pseudosca­
lar invariants, and for r = 3 there is sufficient free­
dom to allow A to be made proper. Thus the lemma 
is proved for the case r > 2. 

Let 11 (K) be the number of linearly independent vec­
tors in the set K. And let n = max(n(Ko),n(~». The 
above argument works equally well for all the cases 
r = n. One constructs the orthonormalized basis vec­
tors eo(KQ) and eoCKo) in the ~anner specified in 
Lemma 1 above and obtains KQ = AbKQ, where Ab is 
the real A E L defined by eo(Ko) = Abeo (Ko). Thus Ko 
and Ko are connected by an element of .13. This com­
pletes the proof for the case r = n. 
Because Ko and Ko arereal, the only other cases are 
n =r + 1 < 4. Supposen(KQ) =r + 1 < 4. Then,as 
in Lemma 1, one can construct a set el (KQ), •. " 
er(Ko),eo(Ko) + e3 (Ko)which spans the space of the 
vectors of Ko' The combination eo(Ko) + e3 (Ko) is 
chosen to be equal to some vector w of zero length 
formed as a linear combination of vectors of Ko' 
Such a vector must exist in this case. If W, the same 
linear combination of the corresponding vectors of 
~, is not zero, then one can construct a set 
el (~), ... , er (Ro), ± eo (Ko) ± e3 (Ko) , by means of the 
same operations as before, but with the correspond­
ing vectors of Ko. The two ± signs are independent 
and will be ~pecified by the condition that the Ab de­
fined by eo(KQ) = Abeo(Ko) is inL. For r(Ko) < 2 the 
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sign of e3 (ifo) is not determined by this condition and 
it can, and will, be taken positive. 

The points Ko' K" and w can be r~resented b~ the 
transformed quantities Ko = A/,lKG, K/ == 11./,11\, and 
w' = A;; 1 OJ. This, in effect, refers the barred points 
to the same coordinate system, eo (Ko), used for the 
unbarred points Ko, 1\, and w. In particular w' == 
± eo(KG) ± e3 (Ko), where the! signs are the same as 
the corresponding ones in w. The vectors w (or w') 
are what is left after removing from some vector of 
Ko (or the corresponding vector of Ko) the parts 
along e1 (Ko), "', ey(Ko). In this same way one con­
structs from the sets Ko == {kocJ and Ko == {ko,,,} the 
sets of light-zone vectors {Wal '= {aaw} and {w~} == 
{a~ W ' I by removing the parts along e1 (Ko), ... ,ey (Ko)' 

That the vectors of these sets are colinear follows 
from the condition n = r + 1 < 4. In the special case 
that w' == wand aa = a~, one has again Ko = AbKo with 
-'!:b E L. But if w' ,r w or au ,r a~, for some Ct, then 
KG and Ko are not connected by a A E L. However, 
these cases cannot occur. This will now be shown by 
an examination of points in D near Ko and Ko• 

In the real 0- 3 plane consider a set of small circles 
{C(""a)} drawn around the points {wa } and a set of 
small circles {C(w~)} drawn around the points {w~}. A 
set of points with one in each C(wa ) corresponds to a 
real point near KG. And a set of paints with ~e in 
each C (w~) corresponds to a real point near Ko' ~y 
taking the circles sufficiently small, these two pomts 
near Ko and Ko, respectively, will be constrained to 
lie in arbitrarily small real neighborhoods about Ko 
and Ko, and hence in D. 

The plan is to show that there is a real point arbit­
rarily cl~e to Ko connected to a point arbitrarily 
close to Ko by a real A E .)2, but not a A E L. The sets 
of points in the real 0- 3 plane connected by A E L 
lie on the various hyperbolas having the light-cone 
lines as asymptotes. The circles are centered on 
these light- cone lines, the C (")a) lying on the line 
with positive slope and the C (w;) lying either on this 
line or on the other one, depending on the signs in 
w' == ± eo(Ko) ± e3 (Ko)' 

If C(w,,) and C(w~) lie on the positively and negatively 
sloped light-cone lines, respectively, then there is 
always a A E L connecting some point of C (wa ) to 
some points of C(w~). Moreover, there are then also 
points in these circles connected by any still 
"larger" A E L. The magnitude of the Lorentz trans­
formation is measured by the quotient of the initial 
over the final (Euclidean) distances of the point from 
the negatively sloped light-cone line. From these 
facts it follows that some set of points, one in each 
of a given set of circles along the positively sloped 
light-cone line, can be taken into some set of points, 
one in each of any given set of corresponding circles 
along the negatively sloped light-cone line, by a 
single Lorentz transformation A E L. Thus for the 
cases w' = ± (eo(KQ) - e3 (Ko» one can find a A E L 
connecting some real point in any real neighbor~ood 
of Ko to some real point in any neighborhood of Ko, 
even though the points themselves cannot be so con­
nected. 

The same conclusion holds if one uses instead of 
A E L the real A E .)2 obtained by multiplying the 
A E L by a reflection through the origin in the 0-3 
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plane. However, as will soon be shown, the points 
connected in this way cannot be connected by any 
II E L. Since by taking the neighborhoods of KG and 
KG small enough the points will be in D, one obtains 
a contradiction with the assumed property of D. Thus 
this case w' = ± (eo(Ko) - e3 (Ko» can, in fact, not 
occur. 

To see that there would be points in D connected by 
real A E .)2 but not by A E L, consider first the case 
w' == - eo(Ko) + C:3(Ko)' A timelike point in the circle 
C (w) will be carried to a timelike point in the corres­
ponding circle C(w') by the real A E .)2. Since these 
two points are in the forward and backward light 
cones, respectively, they cannot be connected by an 
A E L. The other case, w' == eo(Ko) - C:3(Ko), occurs 
only if r == 2, as previously mentioned. But now a 
spacelike point in C (w) is taken to a space like point 
in C(w') by the real A E .)2. However, transforma­
tions involving the first two vectors, e1 (Ko) and e2 (KO) , 
are not allowed, because the components of vectors of 
KG and Ko in these subspaces are fixed and equal, and 
hence these two spacelike vectors, which lie in the 
right and left space cones, respectively, cannot be con­
nected by a A E L. 

The remaining cases are w' == ± w, or zero. If w' == 
± wand r < 2, then the construction used above again 
allows certain points near Ko to be connected to cor­
responding paints near K{). One first uses a A E L in 
the 0- 3 plane to take the points of the C (wa ) to points near 
the negatively sloped light-cone line, and then uses a 
rotation through IT in the 2- 3 plane to bring the points 
to the desired pOSitions in the 0-3 plane. In particu­
lar, if wa and w~ have the same sense, certain time­
like vectors near wa can be taken to timelike vectors 
near w~. If wa and w; have opposite senses, then 
spacelike vectors can be connected. However, if wa 
and w~ have the same (opposite) sense a spacelike 
(time like) point near wa can be carried to a spacelike 
(timelike) point near w~ by a real A E .)2. But these 
points cannot be connected by a A E L_ unless w == w' 
and aa == a~. In that case Ko == KG and Ko ==AbKo, as 
asserted by the lemma. 

The next case is w' = wand r == 2. If w' == wand 
aa == a; for all Ct, then Ko == Ko and Ko == AbKo, w~ch 
proves the lemma. If ao: ,r ~ for some Ct, then KG and 
KG are, in fact, not connected by a A E L. In any 
event it is sufficient to show that ",,' == wand r == 2 
imply ao: == a~ for all Ct. 

The conditions 1\ --? KG and K{ = AiKi -'> KG are now 
involved, for the first time. Let el (K), e2 (K), and w (K) 
be the linear combinations of the vectors of K that 
become el(Ko), e2(KG), and w(Ko) == w when K becomes 
Ko. The ei(K) are then generally not orthonor~~lized 
and w (K) is not a null vector. The Ai are speclfied 
by the conditions ~ E .)2 and by the quantities e, (1\) '= 
eil ,e2 (1\) == ei2,and w(K;) == Wi; and e/l == el(K~) == 
el (AiKi) == Aiel (K) == Ai ei l' e/2 == Ai ei2 , and w/ = Aiwi , at 
least for sufficiently large i, where the ei l' ei2 , and 
Wi are linearly independent. For these quantities give 
the effect of Ai on three linearly independent vectors. 
But since e/l --? eil' e/2 --? ei2 , and w/ --? Wi' it follows 
from Lemma 3 that Ai -'> 1, for Lemma 3 says that, 
given any neighborhood N of the identity in .)2, one can 
find a neighborhood N' of (el (Ko, e2 (Ko), w) such that 
any points in N' connected by a A E .)2 are connected 
by a A EN. Since for the case of three linearly inde-
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pendent vectors the A E .2 is uniquely defined by 
these points, one concludes that since the sets (eil , 

ei2 , Wi) and (eil' e/2, wj) both converge to (el (Ko), 
e2 (Ko), w), the Ai E .2 connecting them must approach 
the identi~. But if Ai ~ 1 and K;. ~ Ka, then AiKi ~ 
Ka. Thus Ko = AbKO' which proves the lemma for this 
case. 

If Wi == - w, a reflection through the origin in the 0- 3 
plane takes one to the previous case Wi == w. Be­
cause of the condition on D this case is then ruled 
out, since Ko is connected to Ko by a real A E .2 but 
not by a A E L. 

Next there is the case Wi == O. If all of the w~ == 0 
[Le., if n (Ko) == r], then this case is ruled out by the 
same argument that was used in the case Wi == 
- eo(Ko) + e3(Ko); there are points of D connected by 
r~l A E .2 but not by A E L. [The possibility n (Ka) = 
n(Ko) == r with el (Ko), .•• , er (Ka) all spacelike is also 
ruled out in this way, it might be added.] If Wi == 0 
but some w~ is a nonzero vector lying along the nega­
tively sloped light-cone line, one may again use the 
same argument as was used for the case Wi == 
- eo(Ko) + e3(Ka) case; the C(w /) is simply centered 
at the origin instead of at its former position. 

For the case r < 2, Wi = 0, and w~ == a~w '" 0 for some 
a, the argument used in the case r < 2, Wi == ± w, goes 
through without any change. 

Finally there is the same case but with r == 2. Every 
wa and w~ is either zero or on the positively sloped 
light-cone line. For every a either wa or w~ is zero; 
otherwise it can be made into the case Wi == ± w. And 
not every w~ is zet:Q; otherwise it is the previously 
considered case n(Ko) = r. This means that the Ai 
are such that the following conditions can be satis­
fied: 

(eil , ei2 , Wi) ~ (el (Ko),e2 (Ka), w), 

A; (eil , ei2 , Wi) ~ (el (KO) , e2(Ko), 0), 

(etl' e/'2' wi'> ~ (el (Ka), e2(Ko), WI)' 
and 

A;-l (e;"l>e/'2,wt> ~ (el (Ka),e2(Ka),0). 

Here the double-primed quantities are a particular 
set of primed quantities, the w;" being an W~(Ki) whose 
limit is WI '" O. 

These two conditions on the set A; are incompatible. 
The first two equations imply that, for sufficiently 
large i, the points A;w must lie in a narrow conelike 
region about the negatively sloped light-cone line, 
whereas the second two imply that AiW must lie far 
from the origin in some narrow cone-like region 
about the positively sloped light-coned line. The in­
compatibility of these conditions rules out this last 
possibility. 

The consequences for the A;w asserted above follow 
from a detailed examination of the converging se­
quences. A general description of the argument 
should be sufficient. Since (ei 11 ei 2) ~ (el (Ka), e2 (Ka» 
one can choose basis vectors eoi and e3i in the sub­
space orthogonal to the one spanned by the (eil , ei2 ) 
in such a way that (eo;, e3i ) ~ (eo(KO)e3(Ko». The 
(eOi ' e3i ), unlike the (eil , ei2 ) are to be parts of an 
orthonormal basis. A set (eOi ' e3i ) Similarly related 

to the (eil' e(2) == Ai (eil , ei2 ) is constructed. Then A.r 
is defined by the conditions Air(eil ,ei2 ) = Ai(eil,ei2) 

and A;r(eOi ' e3i ) == (eOi ' ~;). Since (eil , ei2, e3i1 eOi ) and 

(ei,!, e;2' e3 i' eOi ) both converge to (el (Ko), e2(Ko)' 
e3lKo), eo(Ko)), it follows that A;r -'> 1, by Lemma 3. 

Since Ar(eil , e i2 ) = Ai(eil , e i2 ), it follows that Ai w == 
(A{)-lA i acts only in the e i' e3i ) subspace. Also 
since (e Oi' e3i, Wi) -'> (eo(Ko), e:}(Ko), w), with w = 
eo(Ko) + e3(Ko), one has Wi -'> leoi + e3i ). 

Since A{ --) 1 and Ai == A{Ai W the condition Aiwi --) 0 
implies Aiwwi --) O. Since Ai w acts only in the (e Oi' e3i ) 
subspace, the problem is reduced now to a problem 
in this two-dimensional space. The two conditions 
Aiwwi --) 0 and Wi --) eOi + e3i imply that Aiw(eOi + 
e3 i) --) OJ the general Lorentz transformation in this 
two-dimensional space is represented by 

(eOi + e3i ) --) (exp r i ) (eo; + e3i ) 
and 

(eOi - e3) --) [exp(- r)] (eOi - e3i ), 

and hence one cannot transform a point near (eOi + 
e3i ) to a point near the origin unless Re r i » O. But 
in this case the point (eOi + e3 ) is also brought close 
to the origin. Moreover, any point is brought closer 
to the line A(eOi - e3i ). Thus the point w will be 
brought closer to the line A(eoi - e3i ). As i increases, 
the lines A (eOi - e3i ) are constrained to lie in smaller 
and smaller cones about the line A(eo(Ka) - e3 (Ka». 
Thus for suffiCiently large i the point w must be taken 
by A; closer to a point near some small cone about 
A(eo(Ka) - e3(Ko», the cone becoming narrower with 
increasing i. Thus for sufficiently large i the Aiw are 
constrained to lie in a conelike region about the 
eo(Ko) - e3(Ko)axis. 

If, on the other hand, A/ takes a point near the (e Oi + 
e3i ) axis to a point near the origin, then Re r i » O. 
But then under Ai all points are moved further from 
the line A (eQi - e3i ) and closer to the line A(eQi + e3i ). 
Thus A;w must for sufficiently large i be far from the 
origin in a narrow cone-like region about the line 
A (eo (Eo) + e3 (Ka». By taking i large enough, these two 
cones can be made arbitrarily narrow. Hence the 
allowed regions will not overlap. This gives the con­
tradiction. 

Theorem 2: Let D be a real domain satisfying the 
conditions of Lemma 1. Let F(K) be defined (single­
valuedly) and L-covariant over D, and be regular at 
points of D, in the (weak) sense that for any point 
K' E D there is a domain D (K') containing K ' , and a 
function F(K, K') that is regular at points K E D(K') 
and which coincides with F(K) at points Dr (K' ), some 
real domain contained in D n D(K' ) and containing K'. 
Let C be any closed, bounded subset of D. Then there 
is an .2-covariant germ neighborhood whose base 
domain B == £B contains C and whose characteristic 
function coincides with F(K) for K E C. 

Proof: Let Ka be any point of C. Let C (Ka, p) be a 
polysphere of radius P centered at Ko. Let P; --) 0 be 
a monotonically decreaSing set of radii converging to 
zero, and let the first Pi be small enough so that 
C(Ko,Pi) C D(Ko), for all i. Suppose K;. is an infinite 
sequence of points in.2C such that K;. E C (Ko, Pi) and 
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such that F(~,~) .,. F'(~), where F'(K) is the 
(single-valued) £-covariant extension of F(K) to £D, 
which according to Lemma 1 exists. For each point 
K;, E £C there is a point E E C n £K;,. Since C is 
closed and bounded, the Ki have an accu~ulat~n point 
Ko E C, and one can find a subsequence K; ~ Ko E C. 

The point Ko cannot be on £Ko' If it were, there would, 
according to Lemma lA and the property of D, be a 
A E L such that Ko E A~. This A would map the real 
domain Dr(KO) containing Ko into some real domain 
containing Ko E C. The intersection of thi~ domain 
ADrtKO) with D contain~a real domain D;(Ko) contain­
ing Ko' At pOints of D;(Ko) the value of F(K) is given 
in terms of F(K) at points of Dr(~) by the L-covari­
ance condition. Now according to Lemma 8 there is 
an £-covariant germ neighborhood, with a base do­
main £Do(Ko), having a characteristic function that 
coincides with F(K;~) for KED o (Ko) c D(Ko)' The 
value of F(K) at points of D;(Ko) n £Do(Ko) must coin­
cide with the value of the characteristic function at 
these points, since both are given in terms of F(K) 
at K E D,,(Ko) by the L-covariance condition. But 
then F'(K) must coincide with this characteristic 
functiO,n for :ll points of £D;(Ko) n £D,o(KQ). There­
fore F (Kj ) - F(Ki,Ko) for all ~ E £Dr(Ko) nDo(Ko)' 
This precludes the possibility that a subsequence of 
the if; E C converge to Ko' Thus the limit point Ko 
cannot lie on £Ko' 

But according to Le~ma y the poin~Ko must lie on 
~Ko, since K j ~ Ko,K; ~ Ko,Ko and Ko are in D, and 
K; E £Kj • Thus there can be no infinite sequence of 
Ki with the specified properties. In particular for 
some Po> 0 there can be no points K; E (C(Ko,Po) n 
£C) with F'(Ki) ;r F(Ki, Ko). 

Take some Po with Po > Po > 0 such that C(Ko, Po) c 
Do(Ko). Then the restriction of the £-covariant germ 
neighborhood over £D (Ko) to the £-covariant germ 
neighborhood over £CrKo, Po) is an £-covariant germ 
neighborhood whose characteristic function coincides 
with F'(K) for K E (£C n £C(Ko, Po»' 
The point Ko was an arbitrary point of C. This con­
struction can be carried though for every point 
K' E C. Let the radius corresponding to Po, but for 
the general K' E C, be denoted by p(K'). One can take 
p(X') < A, some positive upper bound. 

Let r i ~ 0 be an infinite sequence of positive numbers 
that decrease monotonically to zero. Let Ko be an 
arbitrary point of C and let C(Ko, r(Ko» be a poly­
sphere of radius r(Ko) about the point K o' Let riCK) > 
o be less than p(K) and less than rio Let K j be a new 
set of points such that for each Ki there is a Ki E C 
such that K j E C(Ko, rj(Ko» n .cC(Ki, rj(K;» and such 
that the characteristic functions constructed above 
for Ko and Ki fail to coincide at K = K j• Either an 
infinite sequence of Ki can be found or there is some 
a(Ko) such that for rj < a(Ko) no such K j exists. Sup­
pose thereJ:s an infinite sequence of K j• For each Ki 
there is a Ki E .cKi that is in C(Ki, ri(K;». Since the 
union of the C(K', p(K'», K' E C, is a-bounded set the 
Kj must have an accumulation point Ko. This 1::t0int 
must be in C, since the r j(Ki) ~ o. T~s point Ko is.3 
limit point for a subsequence of the K j • The other Ki 
can be omitted. This limit point must, according to 
Lemma 11, lie on .cKo' By virtue of the j?roperty of 
D there must then be a A E L such that Ko = AKo' 
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Thus ,!!o is in .cC(K~. p(Ko». But since Ki ~ Ko and 
Ki ~ K;, also K~ ~ Ko, and the Ki E C must be in 
.cC(Ko, p(Ko», except for a finite few which can be 
omitted. Then also the C(Ki, r /Ki» will be com­
pletely inside £C(Ko• p(Ko», except for a finite few, 
which can be omitted. But then the characteristic 
functions over .cC(Ko' p(Ko» and .cC(Ki, p(K;» must 
coincide at the points in C(Ki, r i~Ki» since they coin­
cide over points of C contained in this polysphere, 
whose intersection with £C(Ko, p(Ko» is a domain, 
C(K;, ri(K;». ButJ:hen the two characteristic funcE-ons 
must coincide at Ki' and hence also at points of .cKi, 
and hence at K j • This contradicts the assumption con­
cerning the K i • Thus there cannot be an infinite se­
quence of K; satisfying those conditions, and hence 
there is an a(Ko) such that for r i < a(Ko) the charac­
teristic function over .cC(Ko' p(Ko» coincides with the 
characteristic function over .cC(K', p(K'» for all 
K' E C, at all points K E C(Ko, ri(~» n £C(K', riCK'»~ 
and hence at all points K E £C(Ko,ri(Ko»n £C(K', 
ri(K'», where riCK) < min(rpp(K». 

The point ~ was an arbitrary point of C. Thus there 
is for every K' E C a characteristic radius a(K') > O. 
If there is no lower bound a > 0 such that a(K') ;:,. 
ii > 0 for all K' E C, then one can find a sequence of 
~ E C such that a(Xi) ~ O. These Xi must have an 
accumulation point K E C, though a(K) > O. But such 
an abrupt jump in a(K) at K = K is not pOSSible, for if 
b(K) = min {a(IDLP(K)} then certainly a(K) ;:,. tb(K) > 0 
for K E C(K, 1b(K» n c, since for these K all points of 
C(K, tb(K» are in C(K, b(K), where the various cha­
racteristic functions coincide even with the weaker 
limit a(K) on the r i , and hence certainly for r i < tb(K). 
Thus there must be an ii > 0 such that a(K') > ii for 
all X' E C. Thus the union of the £-covariant germ 
neighborhoods over the base domains £C(K',b'(K'», 
with K' E C and b'(K') = min (ii,p(K'», satisfies the 
required conditions; its base domain contains all 
points K' E C, it has an £-covariant characteris-
tic function defined (single-valuedly) over its base 
domain B = £B, and this characteristic function coin­
cides with F'(K) for K E B n £C. 

Definition: An enlargement of a germ neighbor­
hood N is a germ neighborhood containing N but not 
contained in N. 

Definition: A germ neighborhood N will be called 
maximal if and only if no enlargement of N exists. 

Lemma 12: Every germ neighborhood is con­
tained in a maximal germ neighborhood. 

Proof: Let N be an arbitrary germ neighborhood. 
A maximal germ neighborhood NM J N can be con­
structed as follows: Let {~} be a denumerable se­
quence of points that is everywhere dense in the space 
in which lie the base points of the germs of the germ 
space. Let the ~ be enumerated. If a point K;, is 
reached that is in the base domain of an enlargement 
of N, then replace N by this enlargement (probably 
one of many possible enlargements) and proceed 
iteratively with the enumeration of the points of the 
sequence {~}. Because the union of a (finite or infi­
nite) set of open sets is an open set, the result of this 
denumerable sequence of operations is a germ neigh­
borhood Na, since the base domain Da is certainly con-
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nected and the function F (K) is defined (single­
valuedly) over Da and is ~egular at any point in Da. 

Let 15 be the set of accumulation pOints of the points 
I\ E Da. No enlar[ement of N!!.. can contain a poin~ 
whose base point K is not in Da. For any such pomt 
K must be an accumulation point of points K i not in 
D . Hence any enlargement containing a point with 
s~ch a base point K would also contain a point with 
base point K. not in D. This is impossible, for if , a 
there were such a K i , then, when this Ki was reached 
in the enumeration, it could have been included in the 
base domain of an enlargement of the then current 
germ neighborhood, since enlargements of enlarge­
ments are themselves also enlargements. But the 
construction was such that if any K; can be included 
in the base domain of any enlargement of the then­
current germ neighborhood then it is in fact included 
in the enlargement associated with this K i • Thus this 
K. would be in Da. Thus no K; not in Da and no accu­
m'ulation point K of these Ki can be the baseyoint of 
a point in any enlargement of Na ; the base po~ts of 
all points of every enlargement of Na are in Da • 

If a point with base point K E 15a is in an enlargement 
of N then the value of the characteristic function of 
the ~~largement at K = K is unique; it is the same 
for any enlargement. For in order that a point with 
base point K E Da be in an enlargement of Na the 
corresponding characteristic function must be de­
fined (single-valuedly) and regular in a neighborhood 
N(R) of K, and it must coincide with ~ (K) for K E 
D n N(K). Thus it must coincide with ~ (K) at the 
p~ints Ki E D n N(K), which are dense in a neighbor­
hood of K. But the value of ~ (KLat these points then 
determines the function at K = K by virtue of the_con­
tinuity requirement implied by the regularity at K of 
the characteristic function of the enlargement. 

Let D be the subset of 15a conSisting of all the points 
of D ~ 15 and of all the base points of the pOints of 
anyaenlaragement of Na • Since the DM is a union ~f 
domains each of which has a poin~ in common WIth 
Da the set DM is a domain. Since the value of the. 
characteristic function of any enlargement of Na IS 
uniquely defined for every K E DM one may denote 
it by FM(K). This function is regular at every K E DM 
because it is defined for K E DM by an enlargement 
of Na • Thus one may define a germ neighborho~d 
NM == N(DM,FM). This germ neighborhood contams Na 
and hence N. Moreover, this germ neighborhood NM 
is maximal. For any enlargement of NM would also 
be an enlargement of Na. But no enlargement of Na 
exists that is also an enlargement of NM because NM 
contains every point of every enlargement of Na • 

Lemma 12A: Every ,C - covariant germ neighbor­
hood is contained in a maximal germ neighborhood 
that is £-covariant. 

Proof: Let N = N{D,F) be an £-covariant germ 
neighborhood. If an enlargement of N exists, then an 
£-covariant enlargement also exists. To prove this, 
note first that any enlargement of N is a domain con­
taining a point of N and some point not in N. By con­
necting these with a continuous curve one can, by a 
simple construction, find, in the enlargement, a point 
Po not in N such that any neighborhood of Po contains 
a point of N. Let the base point of Po be Ko. Accord­
ing to the Corollary to Lemma 8 there is a domain 

DO(Ko) containing Ko such that the function defined 
in Do(Ko) as the characteristic function of the enlarge­
ment of N can be extended to a function F' (K) that is 
£-covariant throughout £Do(Ko) and regular there. 
It must coincide with the characteristic function of 
the original £-covariant germ neighborhood, wher­
ever both are defined, since both functions are £­
covariant over their domains of definition and they 
coincide in Do(Ko) n D, which contains a point of 
every orbit common to both domains. Thus the union 
of the original £-coinvariant given neighborhood N 
with the £-covariant germ neighborhood N' == 
N(£D F') constitutes an enlargement of the original 
one, ~~d this enlargement is £-covariant. Thus if an 
£-covariant germ neighborhood has an enlargement 
it has an £-covariant enlargement. 

By virtue of this, one may proceed just as in Lemma 
12, using however only £-covariant enlargements. 
After running through the denumerable set K; one has 
an £-covariant germ neighborhood Na = N{Da,F). 
Now, no point not in 15a can be the bas~point of an £­
covariant enlargement. The set DM::::: Da is defined by 
using only £-covariant enlargements. Thus NM = 
N{DM' F M) is a germ domain that is maximal with 
respect of £-covariant enlargements. But then 
according to the first paragraph NM is also maximal. 
Thus it is a maximal germ neighborhood that is £­
covariant. 

Definition: The base domain of a maximal germ 
neighborhood will be called a sheet. 

Theorems 1A and 2, in conjunction with Lemma 12A, 
are summarized in 

Theorem 3: Let F(K) be a function defined (single­
valuedly) over a real domain D. For every A in the 
real proper orthochronous homogeneous Lorentz 
group L and every K such that K and AK are in D, let 
F (K) satisfy the Lorentz covariance condition 

F(K) = A~lF(AK). 

If F (K) is regular at some point KED, then the analy­
tic continuation of F(K) from the neighborhood of this 
point is defined over a manifold covered by a set of 
sheets each of which maps onto itself under any ele­
ment of the proper homogeneous complex Lorentz 
group £. And for any sheet the associated function 
defined (single-valuedly) and regular at all points of 
this sheet satisfies the Lorentz covariance condition 
for all A E £. 

Moreover, if every point of D is a regular point of 
F(K) and D has the property, speCified in Lemma 1, 
that any points of D connected by a real A E £ are 
connected by a A E L, then any closed bounded s.ub­
set C of D can be completely contained in a single £­
covariant sheet, with F(K) coinciding with the function 
defined over that sheet for K E C. 

Definition: The restricted mass shell is the sub­
set W in the space of points K == {k1 , ••• , k" 1 that 
satisfy the n mass constraints 

ki
2 == "0 (k;u)2 = m;2, 

/l 

the four conservation laws 

i = 1, ... ,n, 
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~k/ = 0, /J = 0,1,2,3, 
" 

and the condition that at least one pair of vectors k. 
from the set K = {k i , ••• , kn } be linearly independe~t. 
The m i are fixed positive numbers and n ~ 4. 

Lemma 13: The restricted mass shell W is a 
(3n - 4) complex-dimensional manifold. 

Proof: Consider any point K E W. Let the ki be 
ordered so that the last two are linearly independent. 
Let A(K) be a Lorentz transformation that is such that 
the energy components of the vectors of K'(K) == 
A (K)K are_all nonzero. Such a A (K) surely exists 
since the K are a finite set of nonzero vectors. Let 
the components 1,2,3, be numbered so that 

k~2/_k~ ° '" k~'}/k~ 3. This is possible because kn- 1 

an~ kn are linearly independent. By a small change in 
A (K) that does not upset the above inequalities, one 
can also ensure that (k'Ol + k'O)2 '" (k'3 + k'3)2 n - n n-l n , 
since kn - 1 + kn '" 0. 

With A (K) fixed in this way the set of vectors K' (K, K) 
is defined by K' (K, K) == A (K)K. The set Z (K, K) is 
then defined as the set of (3n - 4) complex variables 
conSisting of the three space components of the first 
(n - 2) vectors of K' (K, K) and the first two compo­
nents of the (n - 1)th vector of K' (if, K). The set of 
functions Z (K, K) are analytic functions (in fact linear 
functions) of the vectors of K. They define a set of 
mappings of K space onto Z space. 

By virtue of the conditions that have been imposed on 
the vectors of K' the inverse transformation K' (K; Z) 
that m,!!>s Z back into K' E W is uniq~ly defined for 
Z E U(K), a domain containing Z == Z (K, K), and is an 
analytic function of Z there. This follows from 
simple algebra or from the implicit function theo­
rem,l1 the conditions of which are easily verified. 

The set W can be made into a topological (Hausdorff) 
space by defining the open sets in W to be the restric­
tion of open sets in K space to W. The topology in K 
space and Z space will be taken as the usual one in­
duced by the Euclidian norm. With the topology of W 
defined in this way, the continuity of the functions 
K(K; Z) and Z (K; K), considered as mappings between 
K space and Z space, which follows from their analy­
ticity, implies that these mappings are continuous 
mappings between U(K) and its ima~e Uw(K) c W. For 
if a neighborhood of a point Z E U(K) maps into a K­
space neighborhood of its image K = K(K;Z), then it 
must also map into a W-space neighborhood of K = 
= K(K; Z), since it maps into W. And, conversely, if 
a neighborhood of K E W in K space maps into a 
neighborhood in Z space, then its restriction to W 
also maps into this neighborhood. Thus the transfor­
mation K(K; Z) defines a one-to-one continuous map­
ping of neighborhoods of K E W contained in Uw (K) 
onto neighborhoods of Z contained in U(K). Since the 
inverse is also continuous, the transformation is, by 
definition, a homeomorphism and the open sets in 
Uw (K) and U(E) are homeomorphic images of each 
other. Since K was an arbitrary point of W, the set 
W has an open covering by sets homeomorphiC with 
open sets of C (3 n -4), and hence W is a (3n - 4) (com­
plex)-dimensional manifold. l2 

Definition: The functions K(K; Z) and Z(K; K) will 
denote the functions introduced in the proof of Lemma 
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13. The function Z (K; K) is defined for K E Wand 
for all K, and for each K E_W it is an analytic func­
tion of K. The function K(K; Z) is defined for if E W 
and Z E ~(K), a domain containing Z = Z(K, K), and 
for each K E W it is an analytic function of Z for 
Z E u(Kl- The function K(K; Z) maps points Z E U(K) 
into UwQf:) c:...-W. Its reciprocal is Z (K, K) in the sense 
th~ Z(K;K(K;Z'» = Z' for Z' E u(K) and K(f{; 
Z(K;K'» = K' for K' E Uw(K) c W. 

Remark: The set Uw(K), as a homeomorphic 
image of the domain U(K), is a domain. 

Definition: The mapping cp(if) is a mapping of 
K E U w(K) to Z E U (K) defined by cp (K)K = Z (if; K) 
for K E Wand K E Uw(K). 

Definition: The restricted mass shell W together 
with the complex structure induced by the collection 
{uw(K), CP(!{)}, K E W, is called the complex analytic 
manifold W. 

Definition A: A function M (K) defined on a res­
tricted mass shell W will be called regular at K E 
W if and only if M(cp-l(K)Z) == (M 0 CP-l(K)Z is a 
regular function of Z at Z = cp (K)K. 

Definition A': A function M(K) defined on a res­
tricted mass shell W will be called regular at K E 
W if and only if M 0 cp-l is regular at Z = cpK for 
every one-to-one mapping cp, such that cp-lZ == 
K(Z) E W is an analytic function at Z = cpif. 

Lemma 14: Definitions A and A' are equivalent. 

Proof: If M(K) is regular (A') at if E W, it is 
certainly regular (A) at K E W since cp (K) is a par­
ticular cpo If M(K) is regular (A) at K E Wand cp is 
a one-to-one mapping such that cp-lZ == K(Z) E W is 
an analytic function at Z = cpK, then (M 0 CP-l(K) == 
M(K(Z» == M(CP-l(K) Z(K; K(Z»). But M 0 CP-l(K) is an 
analytic function of its argument Z for Z = Z (K; if), 
and Z (K; K) is an analytic function of K for K = K, 
and K(Z) is an analytic function at Z = ~K. Thus 
M 0 cp-l is an analytic function of Z at CPK, since it is 
an analytic function of an analytic function of an 
analytic function. 

Theorem 4: The preceding theorems and lemmas 
remain valid if F(K) is replaced by M(K) defined on 
a restricted mass shell W, and all domains are taken 
to be domains relative to W. 

Proof: The mass shell contains all points having 
the same scalar invariants as any point on it, and in 
particular all points on any orbit intersecting it. 
This is the only global property of the K space that 
was used in any of the above proofs. For local pro­
perties one replaces the topology of K space by the 
topology of W space. Some of the proofs become 
vastly Simplified because for real K E W one has 
n =r. 

Remark 1: Any real domain of W satisfies the 
condition of Lemma 1; two real points of W connec­
ted by a real A E .£ that is not a A E L must have 
OPPOSite energy components, and hence they cannot 
both be in a real domain in W. The Me functions have 



                                                                                                                                    

PRO PER TIE S 0 FLO R E N T Z CO V A R I ANT A N A L Y TIC FUN C T ION S 1567 

been shown to satisfy the L-covariance condition at 
regular physical points. Thus if Dr is a real (physi­
cal) domain of regularity of Me (defined over W), 
then, by Theorem 3, any closed bounded set C C Dr 
is contained in a sheet S that maps onto itself under 
any A E .13, and the function Me has a single-valued 
analytic continuation throughout S, and is £ covariant 
there. 

Remark 2: One consequence of the above re­
mark is a slight weakening of the assumptions need­
ed for the S-matrix proof of CPT invariance. In the 
original proof3 the postulate of minimal analyticity 
required the existence of a physical sheet that was 
bounded by cuts defined by equations involving only 
scalar invariants. This condition on the boundary 
was imposed specifically to eliminate problems 
associated with a possible multivaluedness in the 
continuation to the CPT image point. However, a 
consequence of Theorem 3 drawn in the above re­
mark is the existences of the single-valued .13-co­
variant continuation to the CPT-image point. 13 The 
proof of CPT invariance in this way is similar to 
the field-theoretic proof of Jost7 ; that proof rested 
heavily on Lemma 1 of Hall and Wightman, which is 
rather analogous to Theorem 3. 

Remark 3: In the construction of the decomposi­
tion of the analytic Me functions into analytic func­
tions of scalar invariants times standard (polynomial) 
covariants, 15 .16 the .13-covariance of the domains of 
regularity is a basic ingredient. A fundamental re­
sult that can be drawn from this paper (Theorems 1 
and 3, and the L-covariance at physical points estab­
lished in Ref. 1) is that any domain of regularity of 
Me containing a physical point is .13-covariant. Since 
Me is defined by analytic continuation from physical 
points, any domain of regularity of Me is .13-covariant. 

Remark 4: Hepp15 has shown that the complex 
mass shell is a "normal analytic set." It follows that 
Theorem 4 can be proved on the entire complex mass 
shell: The restriction to the restricted mass shell W 
is unnecessary. 

Remark 5: The results of this paper have been 
extended to the orthogonal and symplectic groups by 
Seiler in Ref. 17. 
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APPENDIX: GENERALIZED SPINOR CALCULUS 

The Lorentz transformations At (A,B) are defined by 
the equation 
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(Al) 

whereifO: = (00' a) are the usual Pauli matrices, and 
A and are unimodular 2 x 2 matrices. The uni­
modular 2 x 2 matrices form a group. The canonical 
irreducible representations of this group of dimen­
sion (2a + 1) are generated by the recursion relation 

A(a)" , = C (a 0"{3 y)C (a 0"'{3' ,/)A(b)B' A(c)Y' " be'" be' , '{ B }" 
(A2) 

where the coefficients C are the usual Clebsch-Gor­
dan coefficients. The A(1/2) identified with A. 

Generalized spinor indices of order (20 + 1) are in­
troduced. They can be either upper or lower and 
either dotted of undotted. The distinction between 
indices of these various types is with respect to the 
effect upon them of the operator As' The action of 
this operator is defined as follows: 

Here B (a) is defined by the analog of (A2) with B's 
in place of A's. If a function has several spinor in­
dices, then As acts individually on each in the manner 
given by (A3). 

Let/(V) be a function of a set V = {v· .• vJ of 4-vec­
tors. Let A V ::= {Avv ... ,Avn}, where 

(A4) 

If/(V) carries spin or indices and satisfies the equa­
tion 

Asf(V) = I(A V), (A5) 

then I will be called a covariant spinor function. The 
Pauli matrices 0" will be considered to have matrix 
elements 0,,"0' Then the function 

g(v) == o·v (A6) 

is, by virtue of the conventions adopted, a covariant 
spinor function. 

A generalization of the Pauli o"aB to higher dimen­
sion is defined by the recursion formula 

o~) aa' = Cbe(a,O';{3,y)Cbe(a,cir';~',.Y') 
b c 

XIJ"")siJ' IJ(",,)yy" 
(A7) 

where a = b + c. Here (IJ-) = {~, ... , ~a} is a set of 
2a vector indices and (IJ-) = (IJ-') + (Il"). The o~,,) is 
symmetric and traceless in each pair of tensor indi­
ces,16 

31, No.5 (1957). 
5 A detailed discussion is given below for the case of n (K1) > 

r(K1)· 

6 This has also been proved by E. Wigner, Ann. Math. 40,149 (1939). 
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13 For a proof that the continuation generated by a complex Lorentz 
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The A'Pi Quantum Field Theory without Cutoffs. IV. Perturbations of the Hamiltonian 
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We introduce an inductive method to estimate the shift oE in the vacuum energy, caused by a perturbation oR of 
the <P(CP)2 Hamiltonian H. We prove that if oH equals the field bilinear form cp (x, I), then oE is finite. We show 
that the vacuum expectation values of products of fields (Wightman functions) exist and are tempered distribu­
tions. They determine, via the reconstruction theorem, essentially self-adjoint field operators cp{f). for real 
test functions / E S (R2). We also bound the perturbation of thp. <P(CP)2 Hamiltonian by a polynomial (<PI (cp))(/I) = 
olI, so long as <P + <PI is formally positive. In that case, and with IIhlloo:OO 1, oE is bounded by const(l + diam 
supp h). 

1. THE MAIN RESULTS 

We derive new estimates on the vacuum energy in the 
CP(CP)2 quantum field model. These estimates permit 
us to establish one of the missing Wightman axioms 
for CP(CP)2' 

Theorem A: The Wightman functions or vacuum 
expectation values 

(1.1 ) 

for the CP(cph model exist as tempered distributions 
in S'(R2n). 

Our estimates bound the shift in the vacuum energy 
due to a local perturbation of the Hamiltonian H. The 
simplest such estimate is 

Theorem B: The field cp(x, t) is a bilinear form on 
the domain !D(HI/2) x !D(HI/2), and H + cp(x, t) is 
bounded from below. 

Other new results for the CP(CP)2 quantum field model 
are established in Theorem 1.1-Corollary 1. 3. The 
methods and estimates of this paper appear to have 
other applications. For example, it should be pos­
sible to show that the Wightman functions (1. 1) have 
exactly the singularities predicted by perturbation 
theory. Furthermore, the methods used here appear 
useful in the study of the more singular <p! model. 

Solutions to the CP(CP)2 model were constructed in 
earlier work of the authors and of Rosen. They are 
known to satisfy the Haag-Kastler axioms for quan­
tum fields, and most of the Wightman axioms, as was 
shown by the authors, Cannon and Rosen. See Refs. 1 
and 2 for references, notation, and proofs. 

The Hamiltonian operator in the CP(<ph theory is de­
fined as the limit of approximate, or cutoff, Hamil­
tonians H(g), 

H(g) = Ho + H1(g) - E(g)I. (1.2) 
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Here H 0 = H(O) is the free Hamiltonian for bosons of 
mass m > 0, and 

H1(g);:::: J : CP(cp(x)):g(x)dx. (1. 3) 

The space cutoff g has compact support, and 

o :s g(x) :s 1. (1. 4) 

The vacuum energy E (g) is a finite constant (diver­
gent as g ~ 1) and chosen so that 

0= inf spectrum H(g). (1. 5) 

Certain uniform estimates on H(g) allow us to pass to 
a limit g ;:::: 1 and so obtain a Hamiltonian without cut­
offs, 

H;:::: limH(g), (1. 6) 

see Refs. 1 and 3. 

We now describe our new uniform estimates for cut­
off Hamiltonians. We use these estimates to establish 
properties of the theory without cutoffs (g == 1), such 
as Theorems A and B. 

Case 1. Perturbations of arbitrary degree: Let h 
be a real function Ilhll oo :s 1, D = 1 + diam. supp. 
h < 00. Let p ;:::: max{degCP, degCPI}, and let 

o :s CP(~)g(x), o :s CP(~)g(x) + (PI (~)h(x) (1.7) 

for all real ~,x. If degCP = degCP I and CP "" CP I' we as­
sume that the coefficient of the degree p term in CPI{ + 
CPIh is bounded away from zero on a neighborhood of 
supp h. Let 

6H= J: CPI (cp (x» : h(x)dx = 6H(h), (1. 8) 

6E = inf spectrum {H(g) + 6H} = 6E(g, h). (1. 9) 

Case 2. Linear perturbations: Let h be a real COO 
function with 
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We introduce an inductive method to estimate the shift oE in the vacuum energy, caused by a perturbation oR of 
the <P(CP)2 Hamiltonian H. We prove that if oH equals the field bilinear form cp (x, I), then oE is finite. We show 
that the vacuum expectation values of products of fields (Wightman functions) exist and are tempered distribu­
tions. They determine, via the reconstruction theorem, essentially self-adjoint field operators cp{f). for real 
test functions / E S (R2). We also bound the perturbation of thp. <P(CP)2 Hamiltonian by a polynomial (<PI (cp))(/I) = 
olI, so long as <P + <PI is formally positive. In that case, and with IIhlloo:OO 1, oE is bounded by const(l + diam 
supp h). 

1. THE MAIN RESULTS 

We derive new estimates on the vacuum energy in the 
CP(CP)2 quantum field model. These estimates permit 
us to establish one of the missing Wightman axioms 
for CP(CP)2' 

Theorem A: The Wightman functions or vacuum 
expectation values 

(1.1 ) 

for the CP(cph model exist as tempered distributions 
in S'(R2n). 

Our estimates bound the shift in the vacuum energy 
due to a local perturbation of the Hamiltonian H. The 
simplest such estimate is 

Theorem B: The field cp(x, t) is a bilinear form on 
the domain !D(HI/2) x !D(HI/2), and H + cp(x, t) is 
bounded from below. 

Other new results for the CP(CP)2 quantum field model 
are established in Theorem 1.1-Corollary 1. 3. The 
methods and estimates of this paper appear to have 
other applications. For example, it should be pos­
sible to show that the Wightman functions (1. 1) have 
exactly the singularities predicted by perturbation 
theory. Furthermore, the methods used here appear 
useful in the study of the more singular <p! model. 

Solutions to the CP(CP)2 model were constructed in 
earlier work of the authors and of Rosen. They are 
known to satisfy the Haag-Kastler axioms for quan­
tum fields, and most of the Wightman axioms, as was 
shown by the authors, Cannon and Rosen. See Refs. 1 
and 2 for references, notation, and proofs. 

The Hamiltonian operator in the CP(<ph theory is de­
fined as the limit of approximate, or cutoff, Hamil­
tonians H(g), 

H(g) = Ho + H1(g) - E(g)I. (1.2) 
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Here H 0 = H(O) is the free Hamiltonian for bosons of 
mass m > 0, and 

H1(g);:::: J : CP(cp(x)):g(x)dx. (1. 3) 

The space cutoff g has compact support, and 

o :s g(x) :s 1. (1. 4) 

The vacuum energy E (g) is a finite constant (diver­
gent as g ~ 1) and chosen so that 

0= inf spectrum H(g). (1. 5) 

Certain uniform estimates on H(g) allow us to pass to 
a limit g ;:::: 1 and so obtain a Hamiltonian without cut­
offs, 

H;:::: limH(g), (1. 6) 

see Refs. 1 and 3. 

We now describe our new uniform estimates for cut­
off Hamiltonians. We use these estimates to establish 
properties of the theory without cutoffs (g == 1), such 
as Theorems A and B. 

Case 1. Perturbations of arbitrary degree: Let h 
be a real function Ilhll oo :s 1, D = 1 + diam. supp. 
h < 00. Let p ;:::: max{degCP, degCPI}, and let 

o :s CP(~)g(x), o :s CP(~)g(x) + (PI (~)h(x) (1.7) 

for all real ~,x. If degCP = degCP I and CP "" CP I' we as­
sume that the coefficient of the degree p term in CPI{ + 
CPIh is bounded away from zero on a neighborhood of 
supp h. Let 

6H= J: CPI (cp (x» : h(x)dx = 6H(h), (1. 8) 

6E = inf spectrum {H(g) + 6H} = 6E(g, h). (1. 9) 

Case 2. Linear perturbations: Let h be a real COO 
function with 
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(1.10) 

for E = (8p)-1, P = degCP, and let D = 1 + diam supp 
h < 00. Let 

oH = cp(h) = J cp(x)h(x)dx, (1.11) 

and let 

oE = oE(g, h) = inf spectrum {H + cp(h)}. (1.12) 

Theorem 1.1: There exists a constant M, indepen­
dent of g and h, such that in Cases 1 and 2 

10EI :s MD. (1. 13) 

Remarks: In Case 2, if 1 :s Ilw1/2-EhI12 < 00, we 
prove (1.13) withM =M(llw1/2-EhI12). Formal reason­
ing indicates that E = i is possible; but a proof re­
quires improvements in Sec. 3B. 

Theorems A and B are corollaries to Theorem 1. 1. 

We consider space-time averaged fields 

cp(f) = J cp(x,t)f(x,t)dxdt 

in the theory with the cutoff Hamiltonian H(g) and 
vacuum n g , H(g)n g = O. The g-cutoff vacuum expec­
tation values are tempered distributions. 4 The analog 
to Theorem A in the cutoff model is: 

Theorem Ag: There exist translation invariant 
Schwartz space norms 1·1 r , independent of g, such 
that 

The new aspect of (1.14) is a bound that is indepen­
dent of g. In order to ensure space translation invar­
iance of a limiting vacuum, we average the vacuum ex­
pectation values (n g , cp(f 1)··· cp(f n)n g ) over space 
translations in an interval of length 0 (diam supp g). 
Since the norms 1·1 r are translation invariant, the 
space averaged expectation values are also bounded 
by If1 11 ·· ·If n1n. By the methods of Refs. 3 and 5 we 
pass to a subsequence as g ---7 1. As in Refs. 3 and 5, 
the limiting vacuum expectation values (1.1) satisfy 
the bound (1.14) with g = 1. Furthermore, the limit­
ing vacuum expectation values (1.1) are obtained as 
limits as g ---7 1 of a subsequence of the space aver­
aged (n g' cp (f 1)· .. cp (f n )n g). Applying the Schwartz 
nuclear theorem to (1.14) proves that the vacuum ex­
pectation values are tempered distributions. Thus 
Theorem A follows from Theorem Ag , which we esta­
blish below. 

We remark that the estimate of Theorem 1.1 is also 
valid with a space cutoff given by a periodic box of 
volume V. (See Refs. 1 and 5 for notation.) In Cases Iv 
and 2v we define oH and oE as in (1. 8)-(1.12), with 
an additional dependence on V. We assume supp he 
[- ~V, ~V]. 

Theorem 1.1 v: There is a constant M independent 
of g, h, and V such that in Cases Iv and 2 v 

10EI :s MD. 

Our proof in this paper of Theorem 1. 1, combined 
with the methods of Ref. 5, Sec. 2 that deal with esti­
mates in a periodic box, prove Theorem 1. 1 v. Like-

wise, we can establish a relevant Theorem Av, and we 
pass to the V = 00 limit in the vacuum expectation 
values. With this method, it is not necessary to aver­
age the vacuum expectation values 

over space translations in order to ensure translation 
invariance of the limiting vacuum n. 
We now assume Theorem 1.1 and turn to the proof of 
Theorems Ag and B. We use 

Lemma 1.1: Let O:s H = H*. Let A and A = 
[iH, A] be real bilinear forms with domain ($OO(H) x 
(3OO(H). Let R = (H + 1)-1, and let 

(1.15) 

Then A uniquely determines a symmetric operator 
(also called A) with domain 'J)(H) and for a universal 
constant Q', 

IIARII:s Q'M. 

Proof: Let R(y) = [H + (y + 1)1]-1. Then 

R1/2 = ! r~:JA-1/2R(A)dA. 
rr 0 

On ($OO(H) x (300 (H) , 

AR1/2 = R1/2A + ~ 1000 

A-1/2[A,R(A)]dA 

= R1/2A - if" A-1/2R(A)AR(A)dA. 
rr 0 

(1.16) 

(1. 17) 

By (1.15), R(A)AR(A) is bounded, norm continuous in 
A, with norm bounded by (A + I)-1M. Hence the inte­
gral over A in (1. 17) is norm convergent, and by 
(1. 17) 

l(e,ARe)1 :s IIR1/2AR1/2111IeI1 2 + o(M)lleI1 2 

The constant Q' depends only on the integral of A-1/2 
(A + 1)-1. Lemma 1.1 then follows by the Riesz re­
presentation theorem. 

Proof of Theorem Ag: Let g be fixed. We apply 
Theorem 1.1, Case 2, for an arbitrary real element 
hlllw(l/2)-€hI1 2 of ~(R1). This yields 

± cp(h) :s const II W(1/2)-Ehll 2[H(g) + I] 

:s const II h 11 1 [ H(g) + I] (1. 18) 

with constants independent of g, but possibly depend­
ing on D. By taking a partition of unity, 1 = 6 ~ i> 

where ~ i is the translate of a fixed ($'0 function, we ob­
tain 

and summing 

± cp(h):S const IIhlll[H(g) + I], 

with a constant independent of g and h. For realfE 
S(R2), we integrate over time to obtain 

± cp(j):s constllfI1 1 [H(g) + I] (1. 18') 
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with a constant independent of f, g. Likewise 

± ip(f) = 'F cp(Dtf):s const IIDtfI11[H(g) + f], 

so by Lemma 1. 1 

(1.19) 

where Rg = [H(g) + 1]-1. On the domain ~(H(g)) x 
~(H(g)), 

(X, [H(g) + I]Y cp(f)e) 

= t (~) 
j=O J 

(1.20) 

Thus by (1. 19) 

II(H(g) + I)Ycp(f)ell :s Iflr+111(H(g) + I)Y+1ell, (1. 21) 

where 
r+1 

Iflr+1 = a2r+1 L; IID~fI11 (1. 22) 
j=O 

is a translation invariant Schwartz space norm. The 
bound (1. 14), and hence Theorem Ag follows from 
(1. 21) and (1. 22). 

The Hilbert space JeGNS associated with the infinite 
volume limit is defined by means of the GNS construc­
tion' see Refs. 3 and 5. The limiting vacuum expecta­
tion values (1.1) can also be used to construct an in­
finite volume Hilbert space Jew, by the Wightman re­
construction theorem. The vacuum expectation values 
in these two theories coincide. Hence by the unique­
ness portion of the reconstruction theorem, Je w can 
be identified as a subspace of JeGNS ' 

Proposition 1.1: Je w = JeGNS : That is, the Wight­
man and GNS constructions yield the same infinite 
volume Hilbert space. In particular the cyclic sub­
space :D generated from n by polynomials in cp(f), 
f E S (R2), is dense in JeG NS' 

Proof: Let Xall be the subset of the real elements 
SR (R2) of S (R2) satisfying 

liD 7f 111 :s a{3n. 

Clearly UallX all is dense in SR(R2). Let ff all be the 
linear span of vectors 

i<p(fl) ei<p(jn)n e • • • •• 

for f j EX all, n = 0,1, .... By definition Uallffall is 
dense in JeGNS ' Using (1.19) and (1. 20), we establish 
for fj EX ai3, 

(1. 23) 

with a constant B = B (a, {3). (See Ref. 4, p. 389). We 
now prove that :D is dense. For any X we define 

f(;\.) = (x,eiAl<P(jl)"'eiAn<p(fn)n) 

as an iterated power series, summing first A1> then 
A2 , •• '. These series converge on account of (1. 23). 
Thus if Xl.:D, f(A) = O. In that case Xl. Uai3 ffa/:l , so 
X = 0 and :D is dense. 
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We give three short corollaries to Theorem 1.1 which 
establish further properties of the space-time aver­
aged fields cpU). 

Corollary 1.1: Letf,DtfE£l' Then cp(f) is an 
operator on :D(H) and 

(1. 24) 

Corollary 1.2: Let f be real, and let f, Dt f, Dttf 
E£l' Then cpU) is essentially self-adjoint on any 
core for H. 

Corollary 1.3: LetfES (R2) be real, and let cp(f) 
be the operator obtained from the vacuum expectation 
values (1.1) by the reconstruction theorem. [The do­
main of cp(f) is :D.] Then cp(f) is essentially self-ad­
joint. 

Proofs: By (1. 18'),for realf, 

(1. 25) 

for eg = CP(f1)'" cp(fn )ilgEff. Let 

e = cp(f1)"'cp(fn)ilE:DC~s = Jew = ffren • 

We recall that the vacuum expectation value 
(e, cp (f)e) is obtained as a limit of a subsequence 
from space translation averages of (eg , cp (f)eg ), and 
similarly (e, He) is obtained as a limit from the cut­
off expectation values (eg , H(g)eg ). Thus we obtain in 
the limit g = 1, 

± (e, cp(f)e) :s 0(1)llfI1 1(e, (H + I)e). 

Furthermore, we have (p (f) = - cp (D t f) on :D x :D, as 
a consequence of the corresponding identity in the 
cutoff theory. Hence Corollary 1.1 follows by Lemma 
1.1. 

By Proposition 1.1, the domain :D is dense. Since:D 
is invariant under exp(itH), :D is a core for H. Hence 
Corollary 1. 3 is a consequence of Corollary 1. 2. We 
infer Corollary 1. 2 from Corollary 1.1 and a general 
result: 

Theorem 1.2: Let 0 :s H = H* and R = (H + I)-1. 
Let A be a symmetric operator with domain :D(H). 
Suppose that 

IIARII + IIARII < 00 , (1. 26) 

where .Ii = [iH, A] is defined in :D(H 2) X :D(H 2). Then 
A is essentially self-adjoint on any core for H. 

Proof: Let H = JAdE" be the spectral resolution 
of H. Let Cn = EnAEn' Then C n is a bounded, self­
adjoint operator with resolvent Kn = (C n - iy)-l. We 
first prove that Kn converges to the resolvent of a 
self-adjoint operator C. We then show that A- extends 
C. so A is essentially self-adjoint on~(H). The esti­
mate liAR II :s 0(1) then yields essential self-adjoint-
ness on any core for H. \ 

(a) Graph convergence: We note that given (1. 26), 
it follows by (1. 17) that R1/2A R1/2 is bounded. Since 
II(En - I)R1/211 :s 0(n- 1I2 ) as n ---7 00, 
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IIR(C n -A)RII s O(n-1/2 ). (1.27) 

Furthermor~, using (1. 27) and the identity C n R2 := 

RC"R - iRCnR, we have 

(1. 28) 

Hence the operators C n have a strong graph limit, a 
closed operator C. (See Ref. 1, Sec. 6. 2). By (1. 28) C 
agrees with A on 'J)(H2). Since AR is bounded, and C 
is closed, C agrees with A on 'J)(H). 

(b) Smoothness preserving: For real y, I y I suf­
ficiently large, we prove 

II(H + 1)KnRil s 1. (1. 29) 

In fact, for eE'J)(H) and /y / - IIARII 2: 1, 

II(H + 1)(Cn - iy)ell 2: II(C n - iy)(H + 1)811- 11(\811 
2: (Iyl -IiCn RII)Ii(H + I)ell 

2: II(H + l)e II, 
proving (1. 29). 

(c) Resoit'ent conl'ergence: For eE'J)(H), II(K,,­
Km)e1l2 = (Kne, (Kn - Km)e) - (Kme, (Kn - Km)e) 
By (1. 29), for I y I sufficiently large, 

II(Kn - Km)BII2 s 211R(C n - C m)RIIII(H + 1)e1l 2 

s 0 (1 ) II (H + 1)8 112 

as n,m -) ct) by (1. 27). Since Cn := C:, we have IIKnll 
sly 1-1 , for y real. Hence for I y / sufficiently large, 

s-limKn = K. (1. 30) 

By (a) and (c), C n := C: has a graph limit C and a 
strong resolvent limit. We infer from Ref. 1, Theorem 
6.2.3 that C := C* and limKn := K is the resolvent of 
C. Furthermore, since H is self-adjoint, the uniform 
bound (1. 29) ensures K: 'J)(H) -7 'J)(H) and 

II(H + 1)KRII s 1. 

(d) Essential self-adjoin/ness: We prove that 
CCk. Hence C:= k. Let eE'J)(C) or e := KX. Choose 
XnE'J)(H), X" -) X. Since K is bounded, en := KXn -) e. 
By (c), e" E K'J)(H)C'J)(H) = 'J)(A). By (a), C and A 
agree on 'J)(H). Thus 

(A - iy)en := (C - iy)en = Xn -7 X. 

Hence e E 'J)(k) and ke := ce. 

Proof of Theorem B: In the case of the space­
time averaged field operator cp(J), we have identified 
cp(J), acting on 'J)c JeGNS := Jew, with a restriction of 
the self-adjoint field operator cp(J) introduced in Ref. 
3. In the case of the bilinear form cp(x, t), we do not 
attempt such an identification. Bilinear forms, in con­
trast with self-adjoint operators, do not have natural 
maximal domains of definition. The domains for 
cp(x, t) introduced in Ref. 3 could very possibly meet 
'J) in the zero vector alone. Thus we proceed as fol­
lows. 

By Theorem A and the space-time translation invari-

ance of the vacuum, there exists a bilinear form 
cp(x,t) on 'J) x 'J) such that 

and 
J (e, cp (x, t) x)f(x, I) dxdt := (e, cp (f) X), 

(1. 31) 

(1.32) 

for all e, XE'J) and allfES(R2). It is with this defini­
tion of cp(x, I) that we prove Theorem B. 

Let X be a real, positive eO' function of total integral 
one and X

K 
(x) := KX(KX). In one space dimenSion, 

II tr 1/2- (0)12 S const, where 0 x is the Dirac measure 
concentrated at x. Then 

IIWl/2-«XK*ox)112 S IIlr(1/2)-EoxIl2 sM, 

II X K 111 S 1, (1. 33) 

11p.-(1I2)-«X K*Ox - ox)1I s O(K-€/2), 

11/[(112)-< (Ox - ox+a)1I s O(/al€/2). 

(1. 34) 

(1. 35) 

We letfK(x,t):= hK(X)CiK(I). By the remark below 
Theorem 1.1, we have for vectors e g as in (1. 25) 

± (eg,cp(fK)e g ) s (2M)-lllw(1/2)-<hJi2I1CiKIl1 

x (e g' [H(g) + const Je g)' (1. 36) 

As in the proof of Corollary 1.1, we space average 
and pass to a limit g -) 1 to obtain for eE'J) 

± (e, cp(fK)e) s (2M)-1Ilw(l/2)-Eh
K

II 2 IiCi)1 1 

x (e, (H + const)B) . (1. 37) 

We now choose h K := XK*ox and CiK = XK*Ot. Passing 
to the limit K -7 ct), we have (1. 31) - (1. 37) 

± (e, CP(fK)e) -) ± (e, cp(x, t)e) s t (e, (H + const)e). 

(1.38) 

By taking limits of e, (1. 38) extends to 'J)(Hl/2) x 
'J)(Hl/2), and defines cp(x, t) on that domain. We note 
by (1. 35) that cp(x, t) so defined is continuous in (x, t), 
and hence satisfies (1. 32). This completes the proof 
of Theorem B. 

The remainder of this paper is devoted to proving 
Theorem 1.1. For convenience, we suppress the K 

cutoff or g cutoff and write 

H(h) := H(g) + oH(h), oE:= inf spectrum H(h). 

Both Ho and H(h) are self-adjoint operators on Fock 
space, and each has a unique ground state vector: 

The vectors 00 and ° (h) are not orthogonal. See Refs. 
1 and 4 for proofs. It follows that (jE(h) is given by 
the exact formula 

oE(h) := -lim (liT) 10g(Oo, e-TH(h)rJ o)' 
T~oo 

Our proof of Theorem 1. 1. is based on estimating 

(1. 39) 
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and bounding it by exp (MDT). The best bound pre­
viously established was I 6E I :s 0(1 + diam supp g), 
which diverges as g -) 1. The stronger bound proved 
here estimates the finite correction oE to the diver­
gent vacuum energy E(g) of (1. 2). 

We base our estimate of (1. 39) on function space inte­
gration and the Feynman-Kac formula. Our new esti­
mates can also be proved on Fock space (Q space) 
without appealing to probability theory methods. With 
some simple modifications to the present proof, we 
can eliminate the path space methods and substitute 
methods of Refs. 6 and 2. 

In our proof of a uniform bound on oE, a major idea is 
to take advantage of localization in configuration space, 
as well as in momentum space. We isolate the contri­
butions to 6E(h) from parts of the interaction localized 
near the support of h. We bound these contributions by 
the inductive construction of Sec. 2. We bound (1. 39) 
by a sum of terms; each term represented by a graph. 
Each step in the induction replaces one graph by a 
sum of graphs with new vertices and new lines. At 
the end of each inductive step we decide for each 
graph whether to terminate the induction or whether 
to continue the expansion for that graph. If the induc­
tive construction continues, the new vertices and lines 
introduce convergence factors into the expansion. One 
possibility is that the new vertices have a large lower 
momentum cutoff K in some new vertex and thus con­
tribute the small tail O(K- b) of a convergent integral 
to our estimates. Such vertices are said to be local­
ized in high momentum regions. The remaining new 
vertices are localized in space-time regions far from 
the vertices of the original graph, so that at least one 
line connects vertices with space-time localizations 
separated by a large Euclidean distance d. By con­
struction, d grows rapidly for successive inductive 
steps. In Sec. 3, we show that each line so localized in 
space-time contributes a convergence factor exp 
(- md/2) to our estimates of the corresponding graph. 
Here m is the mass of the particles in Ho (bare mass). 
The small factors K- b or exp(-md/2) lead to the 
proof of convergence of our inductive estimate. In par­
ticular they dominate the large number of graphs that 
occur and yield a convergent sum of small terms to 
bound oE. 

2. THE INDUCTIVE CONSTRUCTION 

A. Introduction 

The proof of Theorem 1.1 is based upon an inductive­
ly constructed upper bound to (1. 39). The inductive 
construction consists of repeating three basic sub­
steps: 

(a) the graph expansion, 
(b) the squaring operation, 
(c) the path space construction. 

The estimates which prove convergence of the induc­
tive construction are established in Secs. 3 and 4. 

It is convenient to define 

HlI=H1+oH. (2.1) 

We also introduce a momentum cutoff indexed by K in­
to the interaction Hamiltonian H II' Let 
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Hr,K = J : CP(cpj«x)) :g(x)dx, 

HU,K = Hr,K + jCP1 (cpK(x)):h(x)dx. 

We now describe the localization in space and time of 
functions on path space. We index the space-time 
localization by i = {io, i l } E'8' x '8. We define the 
space-time square Do; = rio, io + 1) X [iI' i 1 + 1). 
Here the first factor [io, i ° + 1) is a time interval, and 
the second factor is a space interval. We define the 
space-time localized interaction Hamiltonian HI; as 
a time-dependent operator on Fock space ' 

or as a function on path space, 

H r,; (t,q(t)) = HI[~; (., t)g(·)](q(t)). 

Here ~ j is the characteristic function of Do j • Thus 

HI = :6 HI;' 
i ' 

(2.2) 

Similar ly we define 6H j , H II,i' Also we may localize 
the interaction both in space-time and in momentum 
space. We define 

H I,K ,i = J : CP(CPK (x)) : ~ jg(x)dx, 

and similarly we define H II, K,j • 

Let X be a union of space intervals [j, j + 1), j E:. ~J. 
We define 

and 

Hr(X) = .2: Hr«(jg), H(X) = H o + H/(X), 
'lEX 

E(X) = inf spectrum{Ho + Hr(X)}. 

(Note that we now omit the vacuum energy from H.) 
Furthermore, we introduce sets yc R2 which are 
unions of squares Do j CR2. Let Y(t) be the time slice 
of Y at time t. Let Ix I be the length of X and let I Y I 
be the area of Y. 

With the hypothesis of Theorem 1.1, we establish the 
inequality 

-MD 56E. (2.3) 

The constant M is independent of g and h. For Theo­
rem 1.1, Case 2, the bound (2.3) ensures 

05 H-E(g) ± cp(h) +MD. 

Thus if a is the vacuum for H, 

6E:s <a,{H-E(g) + cp(h)}n) 

5 (n,tp(h)n) 5 <n,{H-E(g) +MD}n) 5MD, 

prOving 16E I :s MD. For Case 1 of the theorem, the 
desired inequality 16E I :S MD follows by an inter­
change in the roles of Hand H + 6H in the proof of 
(2.3). The bound (2.3) is a consequence of two in­
equalities. 

Proposition 2. 1: There is a constant a o such that 
for all intervals X with Ix I 2:: ao, 

E(g) :S E(~X) + Ixi. (2.4) 
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There is a constant M such that for all intervals X 0 

containing supp h, 

inf{E(~X) + Ixl :Xo C X} ~ E(g) + (jE(g,h) 

+ M Ixo I. (2.5) 

The constants M and ao are independent of g and h, 
subject to the conditions of Theorem 1.1. 

We choose max{D, ao} ~ IXol ~ max{D, ao} + 1. By 
Proposition 2.1, 

E(g) ~ E(g) + (jE(g, h) + M Ixo I. (2.6) 

Thus with a new constant M, we have proved (2.3) and 
hence Theorem 1. 1. 

In Secs. 2 and 3 we prove (2.5). In Sec. 4 we modify 
this proof to establish (2.4). We now describe the in­
ductive construction used to bound (1. 39). At each step 
in the inductive construction, we dominate (1. 39) by a 
sum of terms of the form 

jdsjQR(s) exp[- jHII(~Y(a),a)(q(a»da]dq(.), (2.7) 

where R is a polynomial on path space and where yea) 
defines a localization of the exponent, as above. The 
connection between the Fock space inner product 
(1. 39) and the path space integral (2.7) is given by 
the Feynman-Kac formula. Each inductive step re­
places (2.7) by a sum of similar terms, and our final 
bound dominates (1. 39) by the sum of a convergent 
series. 

The fir st part of each inductive step, the graph ex­
pansion, is an expansion of (2.7) using the pull through 
formula. Each term in the expansion is represented 
by a graph. For some terms, the polynomial R is a 
constant. The associated graphs have no external legs 
and are called vacuum graphs. For these graphs, the 
inductive construction terminates. In terms for which 
the polynomial R is not a constant, new vertices have 
been introduced during the graph expansion, as will be 
explained below. 

The second part of each inductive step is the squaring 
operation, in which we replace R by a positive poly­
nomial R', IR I ~ R'. The fact that R' is positive 
makes the next path space construction possible, and 
the fact that R' is a polynomial allows us to perform 
the next graph expansion step. 

The third portion of each inductive step is the path 
space construction, which we use to bound (and re­
move) those parts of the exponent that are localized 
near the localization of R. We use the near positivity 
of 1 H I,i (q (s »ds to give an upper bound for localized 
portions of the exponent. This upper bound has the 
form of a convergent sum of polynomials on path 
space. Hence we remove part of the exponent and re­
place R by a sum of new polynomials R'. 

In the first inductive step, we omit the graph expan­
sion and the squaring operation and begin with the 
path space construction, see Sec. 2D. We then repeat 
the three substeps and arrive at a bound for (2.7) 
as a sum of vacuum graphs. Each vacuum graph is 
multiplied by a factor 

jQ exp(- foT HI(~ Y(a»(q(a»)da) 

:::: (Q o, e-H(-Y(O»e- H(-Y(I» ••• e-H(-Y(T»Qo) 

~ exp(- iT E(~ Y(a»da). 
o 

The vacuum graphs are small, for reasons given in 
Sec. 1. 

B. The Graph Expansion 

The graph expansion is generated by the pull through 
formula 

a(k)e- tH :::: e-t(H+~)a(k) 

- {dse-S(H+Jl{a(k),Hde-(t-S)H. (2.8) 
o 

Here H:::: H(X):::: Ho + HI(X) and /1:::: (k2 + m2)1/2. 
To derive (2.8) we set 

F{s):::: J e-s(H+~)a(k)e-(t-s)Hf(k)dk, 
where f E L 2 , and we evaluate 

F(O):::: F(t) - t F'(s)ds. 
o 

By Rosen's higher-order estimates, F(s) is contin­
uously norm differentiable on [0, t]. From the more 
elementary first order estimates, one can show that 
F(s) is strongly differentiable and norm bounded on 
[0, t] and continuously norm differentiable on the open 
interval (0, f). 

We call our expansion the graph expansion because 
each term in it can be labeled by a graph; the graphs 
provide a convenient way to visualize the expansion. 
In order to accommodate our time -dependent Hamil­
tonians, we rewrite (2. 8) as an anti -time -ordered 
integral 

Ta(k, O) exp(- lot H(a)da) 

:::: Ta(k, t)e-t~exp(- lot H(a)da) 

- Tfot ds[a(k, s)e-~, HI (X, s)] exp( - lot H(a)da). 

(2.9) 
Here T denotes the anti -time ordering. Later times, 
denoted by larger values of a, are written to the right 
and precede in the operator product. The time para­
meter sin a(k,s) and HI(X,s) indicate that the op­
erators a(k) or HdX) occur at time s. We replace X 
by the space-time region Y, so that H(a) :::: H( Y(a», 
and then (2.9) remains valid. 

We say that (2.9) is the sum of a term with a(k) 
"pulled through the exponent" and a term in which 
a(k) "contracts to the exponent." When we use (2.9) to 
generate the graph expansion, (2.9) occurs multiplied 
by a polynomial in the fields R. New terms occur, 
arising from commutators between a and R, and we 
call these terms "contractions to existing vertices. " 
For instance, if R (s) equals a product of monomials 
R 1(sl)"'R n(sn),then for tl:::: t,sv ••. ,sn ~ t 2, 

'fa ( k, t)R (s )exp(- fe:2 H(a)da) 

:::: 'fa(k, t2)e-(t2-t)~ R(S)exp(- 1t:2 H(a)da) 

- TR(s)t2 ds'(a(k, s')e-(s'-t)~ ,HI (x, s')] 
I 

x exp(- ~:2 H(a) da) 

J. Math. Phys., Vol. 13, No. 10, October 1972 
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(2.10) 

We apply (2.10) to the basic term in the inductive con­
struction, which we can write either as an integral on 
path space or as an anti -time ordered integral 

J ds J
Q 

R (s )exp[- J H I (Y(a»da}q(') 

= J ds(Q o, T R(S)exp(-Ia
T H(Y(a))da)Q~. (2.11) 

The integration over s 1 :::::: s 2 :::::: ••• :::::: sn in (2. 11) 
arises from previous use of (2.10). In this section we 
consider the integrands of the ds integration in (2. 11). 
We choose a linear factor cp in R and write it as the 
sum of an annihilation operator a and a creation op­
erator a*. Then we use (2. 10) to move a to the right 
and the adjoint of (2.10) to move a * to the left. The 
terms in which a or a * are pulled through equal zero, 
since aQ a = O. The remaining terms from (2.10) are 
functions of cp, but not 1T, and hence they can be written 
as integrals on path space. 

We now explain the graph terminology. Vertices in 
our graphs arise from monomials cp n which occur in 
the interaction Hamiltonian H II' These vertices may 
be produced in R during the graph expansion, the 
squaring operation, or the path space construction. In 
applying our expansions, we always use the represen­
tation (2.2) to express HI as a sum of parts HI i local­
ized in space-time cubes Ai' Hence each vertex in 
our graphs has a space-time localization index i. 
Each vertex also occurs at a definite time, corres­
ponding to the time s' in the integrand of (2.10). Later 
vertices are placed to the right, in accordance with 
the anti -time ordering. A vertex arising from cp n has 
n legs connected to it. Of these legs, j are contracted 
(connected) to legs of other vertices and n - j are not 
contracted. The uncontracted legs have no specified 
directions and label linear fields cp in cp n. The con­
tracted legs necessarily point to the left or to the 
right, according to whether the vertex to which they 
contract lies at an earlier or at a later time. The 
legs pointing to the left are creation legs, and those 
pointing to the right are annihilation legs. These legs 
label creation operators a(k)* and annihilation opera­
tors a(- k), respectively. Each use of the commuta­
tion relations [a(- k),a(l)*] = (j(k + l), replaces R by 
a new monomial. The graph of the new monomial R' 
is formed by contracting the legs of a(- k) and a(l)* 
in the graph of R. Two such contracted legs are cal­
led a line. Each use of the pull through formula (2.10) 
also replaces R by a sum of new monomials. The 
second term on the right of (2.10) has a new graph 
formed by introducing a new vertex at time s', and one 
leg of this vertex is contracted to the leg of a(k, s'). 
We also say that this new vertex results from the con­
traction of the leg of a (k, s') to the exponent. 

Associated with each vertex is a kernel. If the vertex 
comes from cp n and if it has j contracted legs, then 
the kernel is 

v(k1, "', k j ) = [a#(k1), [a#(k2), "', [a#(k j ), cpn] ••• ]], 

where a#(k) = a(- k) or a*(k). If j = n, then v is fully 
contracted. 
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We label the vertices of the graph of R by a variable 
v, v = 1,2, .. " N, and the momenta ky v at vertex v. 
For a fully contracted cp n vertex we introduce the 
kernel 

vv(k1,v,· .. ,kn,v) = (~ig)-(t1 k r,0 
n _ 

X n
1 

[J..L(k r,v)-1/2 X (k r,v K- 1)], (2.12) 

where ~ i gives the space-time localization of the ver­
tex and x: (. K-1) is the upper momentum cutoff function 
for the HI, K, i vertex. In the path space construction 
of Sec. 2D, we will encounter lower cutoff vertices of 
the form H l,i - HI, K ,i' For such a vertex, we replace 

n _ n 

';!1 X(k y ,v K- 1 ) by 1 - )]1 X(k r ,vK- 1 ) (2.13) 

in (2.12). For such vertices we define the lower mo­
mentum cutoff K(Vu ) = max{ 1, K}. 

A cp n vertex which is not fully contracted has a kernel 
obtained as follows: Multiply (2.12) by a Wick order­
ed product of fields (j;(k), one field for each uncon­
tracted momentum variable. Then integrate this pro­
duct over the uncontracted momenta. 

We also introduce energy factors J..L(k r u)€r,u= J..L Fr,V 
and define the kernel ,r, v 

(2.14) 

We use these factors 11 E in order to transfer powers 
of the energy from one kernel to another. Hence they 
satisfy 

IT 11 fr,V = 1, 
v, r Y, v 

(2.15) 

and then (flv v ) = (flvJ. 
v lJ 

We choose - t :::::: E y , v and 

Ev =:6 E: v < t, 
r ' 

where E:,v = max{O, Er,J. We note that for (j > 0, 

In addition to the vertices, each line (two contracted 
legs) has associated a function of the momenta and an 
integration over the momenta of the two contracted 
legs. Suppose the annihilation leg with momentum 
kr v of vertex v (localized at time Sv = Sy v) contracts 
with the creation leg with momentum ky,'v, of vertex 
v' (localized at time Sy' v'), ASSOCiated with this line 
is the factor ' 

(j(kr,v + kr"v') exp[- (sr',v, -sr,v)llr,v] 

= (j(kr,v + kr"v') exp(- (jSy, vllr, v), (2.16) 

where 0 :::::: (jsr, v is the time difference of the contrac­
tion. The factor exp(- (jSIl) introduces a time locali­
zation. We insert this factor in the kernel by defining 

(2.17) 

Hence we assign half the time localization factor for 
a given line to each of the two vertices which the line 
connects. 
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A polynomial R (s) is then constructed from its graph 
by the formula 

R(s) = T f[n Vv (ky v; q('»][ n 6(ky v + k y, v,}]dk. 
v ' Imes' , 

(2.18) 
We define the polynomial 

R(s} = BLR(s}, (2.19) 

where Band L are constants, depending on the induc­
tive construction. B is a product of constants e j , e Jo

, 

and T/ from (2.32) or (2.34), while L is a product of 
distance localization factors lv, coming from (2.22) or 
(2.24). 

The polynomial R and the kernels v v contributing to 
it are unbounded operators in the anti-time ordered 
formula (2.11). When this formula is interpreted in 
path space, R and the kernels v v become multiplica­
tion operators on path space. If v v is fully contracted, 
then it is a constant as a function on path space. Simi­
larly' if the graph of R has no uncontracted legs, 
then R is a constant as a function on path space. Such 
a graph is called a vacuum graph. 

To complete the graph expansion, we must specify 
which legs of the polynomial are to be pulled through 
and which are not, since the infinite series expansion 
obtained by pulling through all legs appears to di­
verge. We treat on a different footing the vertices 
which were present at the start of the graph expan­
sion part of the given inductive step. We pull through 
all these legs until they contract to yield lines. We do 
not pull through legs of vertices added in the course 
of the graph expansion of the given inductive step. 
Thus the graph expansion in a given inductive step 
yields a finite number of terms, and at the end of a 
given graph expansion step all vertices in R with un­
contracted legs are new (pull through) vertices intro­
duced during that graph expansion step. 

C. The Squaring Operation 

At the conclusion of the graph expansion for (2.11), 
we have replaced (2.11) by a sum of similar terms. 
We now replace R in each term of the form (2.11) by 
a positive polynomial on path space. We make this 
replacement for two reasons: During the PS construc­
tion we take absolute values, which could replace the 
polynomial R on path space by the nonpolynomial func­
tion IR I. In that case we could not perform the next 
inductive step, since the graph expansion is only de­
fined for polynomial R. The second reason to modify 
R is to improve our estimates in Sec. 3 for the pull 
through vertices in R (vertices introduced by contrac­
tions to the exponent). For this reason we sometimes 
choose to replace R by a polynomial of high degree. 

A simple estimate for R is obtained by repeated ap­
plication of the Schwarz inequality to (2. 18). We obtain 

(2.20) 

where the £2 norms 111>112 or IIvl1 2 are £2 norms in 
the contracted momentum variables. Unless v v is 
fully contracted, II v v II 2 depends on the uncontracted 
legs as a function on path space. In Theorem 3.1 we 
improve (2.20) to take into account the space-time 
localization of the vertices. We prove 

(2.21) 

where d v is the contraction distance for vertex v v, as 
defined below in Sec. 3B. 

We use the bound (2.21) as the first step in our squar­
ing operation. We give the graphical interpretation of 
II v vii 2 • Suppose the set ~ of contracted legs v v has it 
elements. We start with two identical v v vertices and 
contract the it legs of the first set ~ to the it legs of 
the second set ~. We then take the square root, yield­
ing the graph of II v v 11 2 , In case that v v is fully con­
tracted' IIvvl12 is the square root of a vacuum dia­
gram. It is a constant on path space, so we do not 
need to square: OtherWise, II v v 112 is the square root 
of a polynomial function on path space. 

In the latter case, we use the bound ab :s a(1 + b n ) 

with a = exp(- md) 6) :s 1 and b = y exp(-mdv /6) 
IIvll2 to obtain 

(2.22) 

Here Iv = ye- mdv/6, and the squaring exponent nv is a 
positive even integer, chosen below. Since nv is even, 
IIvvll;v is a polynomial on path space. 

We define the graph of the constant term Iv in (2.22) 
to be a single vertex with no legs. We define the ker­
nel corresponding to this vertex to equal one. The 
constant Iv becomes a factor in L of (2.19), reflecting 
the history of previous contractions to v v' It assigns 
a space-time localization factor for each such con­
traction. 

The second term in (2. 22) yields a graph in which 
n v pull through vertices have uncontracted legs. The 
contracted legs of this graph are all localized in a 
single square Do, the localization of the original ver­
tex vv' Therefore these lines contribute no small 
localization factors. Each vertex, however, is accom­
panied by lv, which becomes a factor in L for the poly­
nomial R. 

Let v v be a pull through vertex with uncontracted legs. 
We define de (v vl as the (integer part of the) Euclidean 
distance of the contraction giving rise to the vertex 
vv' We choose nv as follows: Either 

(2.23) 

To choose between the two possibilities, consider a 
fixed cube Do and apply (2.22) successively, in order 
of decreasing value of de (v vl, to the kernels v v local­
ized in Do. Each application of (2. 22) yields two 
terms. Thus the j-fold application to j vertices in Do 
yields 2j terms. In these terms nv enters only when 
the second term in (2.22) is selected at least once. 
For the (j + l)th application of (2.22) we choose 
n v = 2 in the above case, that is when the second term 
in (2.22) has been selected at least once in the first j 
applications of (2. 22}. OtherWise, we choose nv = 
[4d e (v )]6. With N vertices in Do we obtain 2 N terms. 
In each of these terms we define de (Do) = de (v vl, where 
v v is the vertex for which n v = [4de (v v}]6. 

For uniformity of notation, we use the bound 

ye-m93 I1v v Il2:S IJ vv ll 2' (2.24) 

for fully contracted vertices in (2.21). 

J. Math. Phys., Vol. 13, No. 10, October 1972 
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D. The Path Space Construction 

The path space integrals 

j R{s) exp[- j HII(q{a»da]dq {.) (2.25) 

cannot be evaluated or estimated directly. On the 
other hand, integrals of polynomials on path space can 
be estimated easily. The purpose of the path space 
construction is to bound (2. 25) by a sum of integrals 
of polynomials on path space. The term by term inte­
gration of the exponential series in (2.25) converges 
only if P ~ 2. In the case of linear perturbations we 
make a power series expansion of exp[- joH(q(a))da]. 
Otherwise, we use an asymptotic expansion of 
exp[ - j H II (q{a»da] to obtain our bound. We use the 
formal positivity of H II and undo the Wick ordering in 
low momentum regions. This bounds the low momen­
tum part of the exponent from above by a constant. 
The high momentum tail is bounded by a convergent 
sum of polynomials on path space. 

More precisely, for Theorem 1.1, Case 1, we write 

Hll,i = HU,i,K + oHll,i,K' (2.26) 

By undoing the Wick ordering in the low momentum 
part of H n,i, K' we obtain 

(2.27) 

The constant Ml is independent of g, h, i and K (see, 
e.g., Refs. 1 and 2.) It is convenient to choose a se­
quence of cutoffs Kj = exp[(jIM1)2!P], so that by (2.27) 
and the localization of H n,i in a time interval of unit 
length, 

- j + 2 ~ jHn,i,Kj (q(a»da. (2.28) 

We bound exp(- jHu,ida) by writing path space Q as a 
countable disjoint union Q = UP"jo Q j' where for j > jo, 

Q j = {Q:- j ~ jH1I,ida ~ - j + I}. (2.29) 
Then 

Qjo = {Q: - j 0 ~ J Hn,i da}. (2.30) 

By (2.28), paths in Q j' for j > jo, yield the bound 

(2. 31) 

Hence for n 2: 1, we have 1 ~ (Ri,j)n on Q j • For 
j > jo, we choose n = n(j) to be the largest even inte­
ger less than K}l8P. We define n(jo) = O. Then 

( J d) " . n(j) exp - Hn,i a ~ .w. eJR i . j • 
J~Jo 

(2.32) 

For Theorem 1. 1, Case 2, we write 

and expand 

exp(- JOHi da) ~ eJo + T} kEo (2k)! [f CP{h)i da]2k. (2.33) 

Here T} is a universal constant, independent of J o. We 
apply (2. 32) to H I,i rather than H II,i' Since H II,i = 
H I,i + OHi' we have 
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exp (- jHII'ida)~(eJo + 7J kBo (A)! <jCP(h)i da)2k) 

x ~ ejR~(!). (2.34) 
. J. t,} 

J2: 0 

The "path space construction" is the use of (2.32) or 
(2.34) in squares t::. i • We also say that we "remove 
portions of the exponent" from (2.25). Our choice of 
j 0 = j 0 (t::. i) will be made in this and later sections. 

We begin the inductive construction (the first induc­
tive step) by applying (2.32) or (2. 34) in each square 
t::. i E!.DO' where !.Do is a given union of squares t::.. For 
our proof of (2.5), we choose 

!.Do = Xo x [0, T], 

so the perturbation oH is localized in !.Do' In these 
squares we choose jo{t::. i ) = J o' After this initial use 
of the PS construction, only HI remains in the expo­
nent, oH has been completely removed. Further appli­
cation of the PS construction introduces new HI ver­
tices into graphs, but no new oH vertices. 

For each term in the PS construction we decide when 
to terminate the PS portion of an inductive step. An 
individual term has the form (2.25) and is labeled by 
a single graph. For each term we make some defini­
tions: We let !.De be the set of squares t::.; with a non­
zero exponent. For a square t::., we let 

where dist(X, Y) is the Euclidean distance between X 
and Y. We let n{t::.) equal the number of vertices with 
uncontracted legs that are localized in t::.. If n(t::.) ,r. 0, 
let r (t::.) be the square of side length 8n (t::.) 1/3, centered 
at t::., and with sides parallel to the space and time 
axes. Note that n(t::.), !.De' and de(t::.) change during the 
inductive construction. We let n{t::.)r denote the value 
of n(t::.) at the end of the rth inductive step, etc. 

Our condition for terminating the PS construction of a 
given inductive step (and hence for terminating the in­
ductive step) is the following: 

Ifn{t::.) "" 0, then r{t::.)n!.D e = C/J, (2.35) 

for every square t::. in our space-time cover. If (2. 35) 
is not met in some square t::.', we apply (2.32) to re­
move the exponent in each t::.c r(t::.')n!.De' We say that 
t::.' has forced the PS construction in t::., and we choose 
j 0 (t::.) in this case as 

(2.36) 

Here [.J denotes "integral part." Also we choose J 1 
sufficiently large so that for x 2:: 1 we have 

where M2 :=: (8P)-1(J1/M1)2IP. By (2.36), if n(t::.) ,r. 0, 

(15)3n (t::.')2 ~ ! exp[n(t::.')1/3PM2] 

(2.37) 

Remark: Note n(t::.) = npt(t::.) + nps(t::.) + nh(t::.), where 
npt (t::.) is the number of PT vertices in t::. with uncon­
tracted legs, nps (t::.) is the number of PS vertices in t::. 
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with uncontracted legs, and n h (~) is the number of un­
contracted cp Qz) vertices in ~. Here we call the ver­
tices from Ri~j in (2.32) PS vertices in ~i' and we call 
the vertices from J CP(h)i da in (2.34), the cpQz) verti­
ces in ~i. 

Proposition 2.2: If:Do n:De = 0 and n(~) "" 0 dur­
ing the PS contruction, then 

(2.38) 

Proof: Step 1: Assume that the proposition holds 
at some point during the PS construction of the rth in­
ductive step. We show that the proposition remains 
valid after the application of PS construction in any 
square ~ and, hence, at the end of the inductive step. 
If npt(~) "" 0, the PT vertices in ~ were present through­
out the rth PS construction. Hence, by assumption, 
do(~) :so npt (~)1/3 :so n(~)1/3 and (2.38) is valid. On the 
other hand, suppose n ps (~) "" 0 and ~ I forced the PS 
construction in~. Since r(~/) has diagonal length 
.J28n(~/)1/3 2: dist(~/,~) and since dO(~/) :so n(~/)1!3, 
the triangle inequality yields 

d 0 (~) :so n (~/) + dist(~, ~ ') 
:so (1 + v'28)n(~/)1!3:so 15n(~/)1!3. (2.39) 

In this case (2.38) follows by (2.37). Since ~f!Do, 
n h (~) = 0 and step 1 is proved. 

Step 2: The proposition holds for the first PS con­
struction. In the configuration immediately after re­
moving the exponent from !Do, if n (~) "" 0, then ~€:Do 
and do(~) = O. Hence the assertion follows by step 1. 

Step 3: Assuming the proposition holds for the rth 
PS construction, we establish the proposition for the 
(r + l)th PS construction. By the definition of r(~), 
whenever n(~)r "" 0, 

(2.40) 

We consider the start of the (r + l)th PS construction. 
Only PT vertices v formed in the graph expansion of 
the (r + 1 )th inductive step can have uncontracted 
legs. These vertices have been squared during the 
squaring operation of the (r + l)th step. Hence if 
such a vertex v is localized in ~, we have n(~) 2: 

[4de(~)]6 by (2.23). Suppose v was formed by the con­
traction to the exponent of v I localized in ~ I. By the 
definition of the graph expansion, the vertex v' must 
be present at the end of the rth PS construction. Thus 
n (~/) r "" 0, and by (2.40) we have d (~/):so de (~/)r • 
Note also de (v) = dist(~, ~/) :so de(~) and de(~/)r :so 
de (~). Hence by the triangle inequality, 

do(~) :so dO(~/) + dist(~, ~/) :so de(~/)r + de(~) 
:so 2dc(~) :so n(~)1/6 :so n(~)1!3, (2.41) 

establishing (2.38) for ~. By step 1 the proof of the 
proposition is complete. We have also proved 

Corollary 2. 1: At the end of the PS construction 
of each inductive step, (2.40) holds in every ~ with 
n(~) "" O. 

Let n (~) "" 0 during the PS portion of some inductive 
step. We assign a square 

(2.42) 

and an integer k(~) E 'H+ to ~ in the following manner: 
If ~ E!DO let ~# = ~, k(.6.) = O. If .6.ct!Do, suppose we 
are considering the rth PS construction. In case 
nps (~) "" 0, let ~ (1) be the square that forced the PS con­
struction in ~, and we consider ~ (1) at the time (dur­
ing the rth PS construction) that the exponent is re­
moved in~. In case nps (~) = 0, then npt (~) "" 0, and we 
choose any PT vertex v in ~ with the maximum con­
traction distance, i.e., de (v) = dr(~). We define ~ (1) 
to be the square with the vertex v tl) that contracted to 
the exponent forming v, and we consider ~ (1) at the 
end of the (r - l)th inductive step. Continuing in this 
fashion, we assign ~ (k) to ~ (k-1) until we arrive at a 
square ~(k)E!Do (and the first inductive step). We let 
~# = ~(k), k(~) = k 2: r. 

Let 
No = min{n(~)l : ~ E:DO' n(~)l "" O}. (2.43) 

We note that in the proof of (2.5), either nh(~) 2: 2Jo 
or nps(~) 2: tK}:sp for ~E:DO' n(~h "" O. Thus No 
---j 00 as J 0 ---j 00. 

Corollary 2.2: If n(~) "" 0 during the PS construc­
tion of the rth inductive step, 

n(~) 2: Nf. (2.44) 

Proof: If nps (~) "" 0, we have by (2. 37) that 0 "" 
n(~ (1»)2 :so n(~). If nps (~) = 0, we have by Corollary 
2.1 and Eq. (2.23), 

o ;t n(~(l»)~_l :so de(~(1»)~_l:SO de(~)6:so n(~). 

By induction we obtain 

n(~) 2: n(~#)~k 2: Nf, 

sincen(~#)l ;t O. 

Corollary 2. 3: For any PT vertex v, 

(2.45) 

(2.46) 

Proof: Let v be a PT vertex formed by the con­
traction of a vertex v' in ~' during the rth inductive 
step. By Corollary 2.1, de (v) 2: de(~/)r-1 2: n(~/)~!r 
and, by Corollary 2.2, de(v) 2: No. 

E. Special Procedures for cp Qz) Vertices 

We modify the inductive construction slightly in order 
to improve our estimates on cp(h) vertices. These 
vertices are introduced with the first path space con­
struction by applying (2.34). They are contracted 
during the first graph expansion. All the cpQz) vertices 
are localized in :Do; but they may contract to vertices 
localized in any square .6.. 

The Schwarz inequality of Sec. 2C introduces into our 
estimates the factors II J.L1!2h 11 2 • We modify Sec. 2C to 
arrive at constants II p.-1!2-<h 112 required for Theorem 
1.1. The extra factor J.L< is obtained from the conver­
gence of the £2 norm of the kernels of HI or from 
the integration over some times s. Formally the 
method yields € = t, while the bound should fail for 
€ > t. We give the proof for € = (8Py1. 
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In the graph expansion, a cp(Jz) vertex contracts either 
to an H1 vertex or to another cp (h). If cp (h) contracts 
to an H1 , we multiply the kernel vy(k) of the contracted 
cp(h) vertex by /1 (k)-€, and we multiply the kernel of HI 
vertex by /1€. Hence our kernels, with the /1"' factors, 
have the general form (2.17) that we estimate in Sec. 
3. We choose E = (8p)-l. [To deal with E ~ (2p)-l, it 
would be necessary to integrate over times s in such 
graphs.] 

The remaining cp(h) vertices contract to each other. 
The polynomial of a corresponding connected compo­
nent of the graph of R (s) is 

(2.47) 

where the Sy, Sy I integrals are restricted to the time 
localization of the vertices and also 0;;; os. We per­
form the Sy integration. We obtain a denominator J.l- l 
and two terms coming from the two endpoints of inte­
gration. Thus we obtain two graphs, of the form (2.47), 
each with only one time integration and with the ker­
nels /1-l/2 Vy replacing vy • The application of (2.21) to 
such graphs yields for the integrand of the SVI integra­
tion 

(2.48) 

3. ESTIMATES 

A. Estimates on Kernels 

In this section we derive estimates on kernels in the 
inductive construction. These estimates deal quantita­
tively with localization in configuration and in momen­
tum space. 

Lemma 3.1: Let Os (1, {3, (12 + (32 < m 2 , 0 < t, 
p ERs, and 

f(x, t) = D~D: J J.lv e-~t+iPX dp. 

ThenforA=[v+j+ Ikl +s], 

\ (e 81X1 - n~o !! (f3l x l)n)f(x,t)\ sO(e- at). (3.1) 

Remarks: The functionf(x, t) is smooth except 
possibly at x = 0, t = O. Our estimates are uniform 
for t > O. For Ix I > E > 0 we have 

I! (x, t)1 ~ O(e-at-Blxl) (3.2) 

by the lemma. For t > E > 0, our proof of (3.1) 
proves (3.2). We take the limit t -7 0 and define f(x, 0) 
which satisfies (3.1) and (3.2) with (1 = 0, (3 < m. 
Furthermore, if A < 0, then f(x, t) is continuous and 
(3.2) holds for all (x, t). 

Proof: We establish the case S = 1, v = j = k = O. 
Then A = 1. The proof in general is similar. We use 
the Cauchy formula to estimate the derivatives of 
exp[-t/1(p)] 

n! e-t/l(l;) 
Dne-t/l(P) = - § d~, 

P 21Ti (~ - p)n+l 
(3.3) 

and we integrate over a circle centered at p. For Ip I 
:s m, we choose a circle of radius {3 + E, where (12 + 
(f3 + E)2 < m 2. We note that if Rez ~ 0, then 
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(Rez)l/2 5 Re(zl/2). (3.4) 

Thus on our circle of integration (Re/1 2)l/2 ~ Re/1 
and 

(1 ~ [P2 + m 2 - (f3 + €)2]l/2 ~ Re/1. (3.5) 

Thus (3.3) yields for Ip Ism, 

ID~e-t/l(P)1 ~ n!(f3+ E)-ne-at• 

For Ip I > m, we use a circle of radius Ip I. On this 
circle m 5 (Re/1 2)1I2 5 Re/1, and 

ID ~e-MP)I 5 n!lp I-ne- mt• 

Expanding e 81xl in (3.1) in a power series and using 
Ilxrf 1100 ~ liD rFll l , 

l{e B1xl - (1 + f3lx I)} f(x, t)1 

5 n~ ~ (f3lxl)nlf(x,t)1 

00 Rn 
~ r; 1:'- liD ne-t/l(P)ll l n=2 n! P 

~ ~ 2m (~\ n e-cxt + 21,"" dP(f) 2 
n=2 f3 + E) m p 

X e-mt~ (~\n 
n=O Ip I) 

~ O(e-cxt ) + O(e-mt)J: p- 2dp 5 O(e-at ). 

Lemma 3.2: Let ei be the characteristic function 
of [i,i + 1]. Then for 0 ~ t, (12 + f32 < m 2, J.lx = 
ff/1 (p)ff-l, we have 

lie; exp(-t/1x)ejll ~ O(e-at-8Ii-jl). 

Proof: If Ii - j I 5 2, the bound follows from I ei I 
sl,lle-tllxll se-tm • If Ii -jl > 2, the kernel kt(x,y) 
of e i exp(- t/1x)ej is k t (x, y) = ei (x)ft(x - y)ej(y) 
where f t is the Fourier transform of exp[ - tJ.l (p)]. 
Note that kt has support in the region Ix - y I > 1. We 
apply Lemma 3.1 with (12 + (f3 + €)2 < m 2 , j = k = 
v = 0, 

Ikt(x,y)1 sO(l)e-cxt-Blx-yl-€lx-ylei(x)ej(y) 

sO(e-at-Bli-jl)e-€lx-yl. 

Since exp(- €Ix - y D is the kernel of a bounded opera­
tor, Lemma 3.2 follows. 

Lemma 3.3: Let ~Ee;;" f3 < m, -1sT 5 1. 
Then 

llei/-L~T~/-LT II 5 O(e-l3lil). 

Proof: We let e = 6 Ij I$N ej , where [- N, N] is 
sufficiently large to include the support of ~. We 
write Wi = ej/-L-T~W as 

Wi = wie + wj{I - e) 

and bound each term. Let r(x, y) be the kernel of 
wj(I - e). By Lemma 3.1, for I il sufficiently large, 

Ir(x, y) I 5 O(e-Blil-€Ix-yl). 

Thus for I i I large, 
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We now assume T:?: 0, and note that Ilwi II ~ const, 
since 

and [~, i-L T ] is a bounded operator. In the momentum 
representation, the kernel h(P,P') of [~, /1 T] satisfies 

Ih(P,P') I = I~{p - P'){iJ(P)T - /1(p')T}1 

~ 0(1)/1{P - P')T I~{p - P') I, 

which is a rapidly decreasing function of P - P' and, 
hence, the kernel of a bounded operator. We use this 
to bound Ilwill and IIWi ell for I i I ~ 0(1). If T < 0, we 
use the representation 

Wi = ei~ + [WT
, n/1 T. 

For I i I large, we bound the kernel ri{x, y) of Wi e as 
follows: 

where fi is the Fourier transform of /1{P)±T. For Ix I 
sufficiently large, f_ (x - zg(z) = hx(z) is a e;;' func­
tion of z, and, by Lemma 3. 1, D~hx{z) is bounded by 
0(e- B1xl ), Ix I > R. Furthermore, 

is the evaluation of a tempered distribution:4 , trans­
lated by y, with the e;;, function hx {')' Since transla­
tion is continuous in S', f+,ye(y) varies over a bound­
ed set in S' as y varies over the support of e. Hence 
for some Schwartz space norm I[ 'I\s independent of x, 
y, 

I e(Y)(:4,y, h) I ~ [[hx [Is ~ O(e- Blxl), 

for [x [ sufficiently large. Thus for I i I sufficiently 
large 

/ri(x,y) / ~ O(e-Blil)ei(x)e(y), 

and, since e i (x)e( y) is the kernel of a bounded 
operator, 

IIwie I[ ~ 0(e- B1il ), 

to complete the proof. 

We now apply these bounds to a cpn vertex v" of the 
form (2. 17). Suppose v" has n contracted legs and is 
localized in ~i' (Thus the time sr,,, of the vertex II 

lies in [io, io + 1).) Let Ej be the localization projec­
tion 

ii 

E j = n ej (xr ), 
r=l r 

andL; E j = I. 

Proposition 3. 1: Let (1: + (3: < m 2. Then 

ii 
IIEj l\[[2 ~ [[V,,[[2Y n (e-<1I2)O:rOs,.,,,-<1/2)Brljr-il'), (3.6) 

r=l 

Proof: Let oS == ~L;r i-Lr,./)Sr,,,' For 0 < 6, li suf­
ficiently small, we have by Lemma 3.2, 

IIEj v,,/[2 ~ L; IIEje-
IiS 

Ej' vvll2 
j' 

~ 0(1) L; ~ (e -(1/2)0:1'0 S r, v-(1/2)(Br +o)ljr - j; I) [IEj' v,,11
2

• 

j' r=l (3.7) 

In order to display the localization of v"' we write 

(3.8) 

~i E_ e~, and ~i equals one on a neighborhood of 
1 1 

[il> i l + 1], sufficiently large so (3.8) holds. In fact, 
we take ~i to be the translate of a fixed e;;' function, 

1 
so the £p norms of its derivatives are independent of 
i l • By Lemma 3.3, 

Thus performing the sum in (3.7) yields (3.6). 

We remark that for an optimal choice of «(1, (3) satis­
fying (12 + {32 = (m - E)2, 

where d = (t2 + x2)1/2 is the Euclidean distance. 

B. Estimates on Graphs 

We use the estimates of Sec. 3A to establish estimates 
on a single polynomial Rex' We consider kernels v" 
of the form (2. 17), wherEl II = 1,2, ... , N labels the 
vertices of the graph of Ro:' Each kernel vv (k l,v' ••• , 

k s, v' ,q ( .)) is a function of contracted lines with 
momenta k r v and of the path space variables q ( .) for 
uncontracted legs. 

Each vertex has a space-time localization and a 
lower momentum cutoff K(Vv)' The norm l[v,,[[2 = 
[Iv(' jq('))[[2 is the £2 norm of v in the contracted 
momentum variables, and it is a function on path 
space. (It is a constant on path space for fully con­
tracted graphs.) 

Let the line (Le., the pair of contracted legs) with 
momentum kr,,, connect vertices v" and vv' with space­
time localizations ~ and ~/, respectively. We define 
the contraction distance d r " of this line as the Eucli­
dean distance between ~ and ~/. We define the total 
contraction distance d(v,,) = d" of the vertex Vv as 

(3.9) 

where the sum extends over the contracted legs at 
vertex II. Given E > 0, we introduce the localization 
factor lv of the vertex v,,: 

e- mdV/3 y • (3.10) 

Here y is a sufficiently large constant, chosen below. 

Let Ra(s) be a polynomial of the form (2.18). 

Theorem 3.1: Given 0 < E, there exists a constant 
y such that 

/Ra(s) / ~ ( n y[[iJv Il 2) (n e-<m-E)dr •v) 
vertICes lines 

::; n(ye- mdv
/
3

[[vvI12)' (3.11) 
v 
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Remarks: For a fully contracted graph, Ilvv 112 ~ 

« )-(112)+£ +6,. o K Vv v }, (j > O. Thus for a new constant y, 

(3.12) 

With our choice Ev ~ i in Sec. 2E, fully contracted 
graphs arising in the inductive construction satisfy 

IRa.(s) I ~ n[YK(vyl/4e- md vi3]. (3.13) 
v 

The proof of Theorem 3. 1 follows from Proposition 
3.1 in an elementary fashion. We localize each leg in 
space, and apply the Schwarz inequality to obtain 

IR I ~ L; nilE; vv112' 
ilJ l) 11 

Using the fact that each pair of contracted legs has 
the same space-time localization, we bound the sum­
mation over iv with Proposition 3.1. We choose 
(O!r.v, {3r.v) to optimize our bound and so obtain (3.11). 

C. Combinatoric Estimates 

At the conclusion of the inductive construction, we 
obtain an upper bound for (1. 39) as a sum of constants 
on path space, with each constant represented by a 
vacuum graph. We now estimate this sum, which in­
volves among other things, counting the number of 
terms in the expansion. We assign a positive con­
stant c(vv) to each vertex Vv in the inductive construc­
tion; c( vv) is called a combinatoric factor. 

One use of combinatoric factors is to estimate sums 
by supremums. For instance, 

I L; aa.1 ~ sup Ica. aa.1 , 
a. a. 

provided L; c~l ~ 1. We also use the combinatoric 
factors to absorb the constants e j or 1/ in (2.34), 
except those coming from squares A E ~o. Since 
each vertex is localized in some square A, the time 
integration in (2.11) extends over a region of volume 
at most one. Thus we replace the integral over S by 
the supremum norm of the integrand. We note that 
for each cp(h)-cp(h) contraction, the integral over one 
cp(h) time has already been estimated and is not a 
part of the ds integration in (2.11), see Sec. 2E. We 
have 

(no, e -T(Ho+H 1+ 6H)n
o
) 

= J
Q 

exp(- JOT Hn(q(a»da)dq(') 

~ 'J2f dsRa.(S) exp(- foT HI(~ Ya.(a»(q(a»da) 

~ L;f ds IR (s) I exp(- jT E( ..... Ya.(a})da\. 
a. a. 0 } (3.14) 

Each polynomial Ra. (s) is defined in (2.19) and is 
estimated in Sec. B: 

IRa.(s)I ~ Ba.La. n (lvllvvIl2)' 
v 

The constants in Ba.' with the exception of factors e Jo 

from applying (2.32) or (2.34) in squares A E ~o, are 
parts of combinatoric factors c(vv)' With c(vv) as 
chosen below we will obtain 

(no,e-T(Ho+HI+6H)no) ~e2Jo1Xo1T sup n (c(vv)lvllvvIl2) 
a. v 

x exp(- J: E(~ Ya.(a»da). (3.15) 
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The factor exp(2Jo Ixo I T) bounds the product of the 
J. 

constants e 0 from squares A E ~o. We also prove 

Proposition 3.2: For No of (2.43) sufficiently 
large, we have 

n(c(vv)lv Ilvv 11 2 ) ~ e -N(a.) 

v ~ exp(- JOT I Ya.(a) Ida - Ixo IT), (3.16) 

for every graph Ra. in (3.14), where N(O!) is the num­
ber of vertices in Ra. • 

The inequality (2.5) follows immediately. By (3.15) 
and (3.16), we have 

(no, e -T( Ho+H 1+ 6H)n
o
) 

~ e(2Jo+l)IXo IT s~p exp(- foT {E(~ Ya.(a» + I Ya.(a) I}d~ 
~ /2Jo+1)IXo IT supe-T{E(-XhIXI}. (3.17) 

x",xo 

Thus, by the formula above (1. 39), 

- E(g) - ()E(g, h) ~ M IXo I - inf {E( ..... X) + Ix I}, 
x",xo 

where M = 2J 0 + 1, which proves (2.5). 

We now assign the combinatoric factors c(vv) to ver­
tices vv' We denote these factors Cpt, cps, or ch for 
PT, PS, or cp(h) vertices, respectively. 

Proposition 3.3: Let {3o > 0 be given, and let No 
of (2.43) be sufficiently large. There are constants 
{3, N, independent of {3o and No such that 

Cpt (v) ~ {3d(V)N, 

Cps (v) ~ {3d(V)NK(V) 1/8, 

Ch (v) ~ {3od( V)N 

and such that (3.5) is valid. 

(3. 18) 

(3. 19) 

(3.20) 

Proof: We assign a finite product of combinatoric 
factors to each vertex. Each factor in the product 
has the form O(I)d(v)nK(v)€ and, hence, so does the 
product. Therefore, we only need to keep track of 
which powers K(V)€ occur, and we need to show that 
some factor for cp(h) VHrtices can be made small. 

1. The Graph Expansion 

We start by assigning combinatoric factors to a given 
graph expansion step. This is our major assignment 
of combinatoric factors, since we count the number of 
graphs Ra. that are formed during a graph expansion 
step. At the start of a graph expansion of a particular 
term n(A) vertices in A have uncontracted legs. 
Thes~ "old" vertices contract to each other during the 
graph expansion, and they also contract to the ex­
ponent to form "new" PT vertices. The old vertices 
may contract further with the new vertices; but the 
new vertices do not contract to the exponent. A given 
PS or cp (h) vertex can contract during at most two in­
ductive steps. We assign combinatoric factors to 
vertices from the time they are introduced until the 
graph expansion when they fully contract. 

If the rth leg of the 11th vertex contracts to a vertex 
localized in Aj' we set j = j(r, II). Consider the set of 
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all graphs in which the contraction localizations j = 
j(r, v) of the old vertices take on fixed values. We 
count the number of such graphs N({j(r, v)}), and then 
we sum over the allowed {j(r, v)}. Suppose that ver­
tices v and v', localized in b. and IS, respectively, are 
connected by a line with contraction distance dist 
(b., b.') :.s min{d(v), d(v')}. Since 

~ dist(b., b.')-3 = {31 < 00, 
b.' 

a combinatoric factor {31d(v)3 assigned to each leg is 
sufficient to deal with each sum over contraction 
localizations. 

Thus we may consider a fixed set of {j(r, v)}. Sup­
pose that in a given graph expansion step lij old legs 
localized in b. i contract to legs localized in b. j , and 
that Zij new legs localized in b. i contract to legs local­
ized in b. j • (Either Zij or lij is zero.) The contrac­
tion localizations {j(r, v)} determine the {Iij} and the 
{I;). However the {j(r, v)} do not determine the num­
ber of new vertices, their degrees, nor the number of 
contracted legs at each new vertex. Since new ver­
tices need not be fully contracted, the number of new 
vertices in b. i with legs contracting to b.j lies be­
tween Zij/p and Zij. Each new vertex is a monomial 

qyn, I:.s n :.sp, and Zij values of n may be chosen in 

pZlj ways for a total of at most Zij pzi j possible 
choices of the number and degree of new vertices in 
b. i • We assign a combinatoric factor {32 = p2p per 

z' ./p 2Z.'. 
new PT vertex, or at least {32tJ = P tJ to count new 
vertices in b. i , and we assign a factor 2P per vertex 
to count whether each of the (at most) p legs at a new 
vertex contracts. For new vertices, the localization 
factor {31d(V)3 per leg deals with the sum over local­
izations, as above. Thus we now may fix the contrac­
tion localizations {j(r, v)'} of the new vertices as well 

as {j(r, v)}. Let It denote Zij or Z;j. 

For new or old vertices, the zt legs from b. i to b. j 
can be connected in Z1j! ways if i '" j or in Zii! ! :.s 
(lii !)112 ways if i = j. We need to count the contrac­
tions from b. i to b. j or from b. j to b. i but not both, so 

N{j,j'} :.s [l(lt!)112. (3.21) 
t,] 

If lij '" 0, we divide (l;j!)1/2 :.s (l;/i/2 equally 
among the Z;j legs and, thus, aSSign a factor (Z;)P/2 
per new PT vertex. In the (k + I)th inductive step, by 
Corollary 2. 1, any PT vertex v in b. i contributing to 
Zi j satisfies 

Z;j :.s pn(b.)k :.s pde(b.)~ :.spd(v)3. 

Hence a factor [Pd(v)3]P!2 per new PT vertex in b. i 
dominates the contribution of b. i to (3.21). 

We now consider the case of old vertices Zij '" 0. Let 
m iZ ' 1 = 1,2,3 denote the number of uncontracted 
legs in b. i at the end of the kth inductive step and be­
longing to PS vertices (l = 1), qy(h) vertices (Z = 2), 
or PT vertices (l = 3). Then mil:.s pnps(b.i)k, m i2 :.s 
nh(b.i)k, and m i3 :.s (P - I)npt(b.i)k. Also 

li = 6 lij = mil + m i2 + mi3 , 
J 3 

l!(Zij!)l/2 :.s (mi!)l/2 :.s n (9m iz )m;zl2. 
J z=1 

(3.22) 

We assign the factor (9mil )m
iz /2 among the vertices 

of type Zlocalized in b. i • For Z = 1, we have mil :.s 
pnpS(b.i):.s K(v)1/8P. We divide the factor mlf 
equally among the PS vertices in b. i , yielding a factor 

mi~2 :.s 0(I)K(v)1/16 (3.23) 

per vertex. 

For qy(h) vertices, we assign the factor 

1/2 1/2 3mi2 :.s 3n h(b.) (3.24) 

per vertex, as well as a factor 2 per vertex for the 
two terms formed by the time integration for each 
qy-qy contraction (see Sec. 2E). 

Finally, we consider PT vertices m i3 • We assert that 
there exists a constant i3 3 , depending only on p, such 
that 

(3.25) 

Our combinatoric factor (3.22) for Z = 3 is bounded 
by 

[O( I)d e(b. i)] B3 d e(b.l. (3.26) 

The squaring exponent (2.23) of Sec. 2C ensures that 
if m i3 ~ 0, then at least de (b. i ) 6 old PT vertices v, 
each WIth de(b. i) = de( v), are localized in b. i• We 
assign a combinatoric factor 0(I)de(v)B 3 to each old 
PT vertex, which dominates (3.26). 

We now prove (3.25). Let Nk be the number of new 
PT vertices produced in the graph expansion of the 
kth inductive step, and which retain uncontracted legs 
after squaring. Hence by (2.23), 

m i3 :.s (p - I)npt(b. i ) k :.s (p - I){ 2Nk + [4de(b. i )]6}. 

But the vertices N k are produced by contractions to 
the exponent, so 

(3.27) 

where the sum extends over squares b.j satisfying 

n(b.)k_1 :.s de(b.j)~_1' by Corollary 2.1. Since the ver­
tices remain after squaring, de(b.)~_1:.s de (b. i)3 , and 
at most 4 de (b. i )2 squares b.1 enter the sum (3.27). 
Hence Nk :.s 4Pde(b. i )S, provmg (3.25). 

2. The Squaring Operation 

The squaring operation (2.22) introduces two terms; 
so a combinatoric factor 2 is sufficient for each 
application of (2.22). We assign this factor to the 
vertex v' which contracts to the exponent forming the 
new PT vertex v requiring the use of (2.22). Each 
vertex v' can form at most p new PT vertices during 
the graph expansion, and we assign a combinatoric 
factor 2P per vertex to deal with the squaring opera­
tion. 

3. The Path SPace Construction 

Let us first consider (2.32). If j > jo, we assign a 
combinatoric factor exp({34) per PS vertex. This fac­
tor exp[{34nps(b.)] dominates both e i and the factor 
0(1)j2 for summation over j. In fact, j = 0(1) 
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(logKj ) pl2 :::: O( 1 )Kj liSP, and n ps(~) ::': K/I8P if the lower 

cutoff in ~ is Kr Thus for f3 4 sufficiently large, 

O(l)j2e j :::: exp(f3 4KFSP) :::: exp[f34nps(~)]' 

In case j = jo, there are no PS vertices in ~i' For 
~i C :Do, we include the factor exp(Jo) explicitly in 
our bound (3.15). For ~i 1: :Do, we assign exp[M~i)] 
as a combinatoric factor for the vertices localized in 
~j' where ~j forced the PS construction in ~i' By 
(2.35), the n (~j) vertices in ~j with uncontracted legs 

force the PS construction in at most 64n(~j)2/3 
squares ~i' [This is the area of r(~).] By (2.36), 
we assign at most exp(64n(~j)2/3{[Jl n(~yI6] + 1}) 
among the vertices in ~ j' Hence a factor O( 1) per 
vertex is sufficient. 

Finally we conSider (2.33), the part of (2.34) not 
analyzed above. The factor exp(Jo) is kept explicitly 
in (3. 15). For 2k cp(h) vertices we have a factor 
1I/(2k) ! :::: 11k -2k or a factor 

(3.28) 

per vertex. A combinatoric factor 0(1) per vertex 
dominates the sum over k. We choose No :::: nh(~i) 
sufficiently large so that (3.28) dominates (3.24), and 
their product is sufficiently small to ensure (3.20). 
This completes the proof of the proposition. 

Proof of Proposition 3.2: We use Theorem 3.1 
and Proposition 3.3. For aPT, PS, or cp(h) vertex vy , 

we have 

We use Theorem 3.1 to give the estimate 
O[K(V)-(1/2l+l18+6] for PS vertices, the Kl/s coming 
from Sec. 2E, and this dominates the O[ K(Vy)l/S] 
growth of (3.19). By Corollary 2.2, K(Vy ) for PS ver­
tices tends to infinity with No of (2.43). Similarly, 
for PT vertices, d( vy ) -7 Cf.) as No -7 Cf.) by Corollary 
2.3. We choose f30 sufficiently small and No suffici­
ently large so 

c(vv)ly Ilvv 11 2 :::: e -1. 

To complete the proof of (3.16), we show that each 
polynomial Ra has a graph with N(a) vertices, where 

N(a) ::': JOT I Ya(a) Ida - IXo I T. 

The right side is the area in ~ :Do in which the ex­
ponent has been removed. Let ~ ¢ :Do and let ~' 
force the PS construction in ~. We count the vertices 
in ~/. The square r(~/) has area 64n(~/)2/3 and if 
No> (64)3, then by Corollary 2. 2, 64n(~/)2/3 < n(~/). 
Hence Ra has more vertices than squares in ~ :Do 
with the exponent removed. 

4. COMPLETION OF THE BOUND ON oE 
Theorem 4.1: There exists ao such that for all 

intervals X with Ix I ::': ao, 

E(g) :::: E(~X) + Ixi. (4.1) 
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We use the inductive construction to bound E(~ X) 
and prove (4.1). In this section we describe the modi­
fications to Secs. 2 and 3 required to establish (4.1), 
i.e., (2. 4) and, hence, to complete the proof of Propo­
sition 2. 1 and Theorem 1. 1. 

A. The Inductive Construction 

Let Xa = Xa(g) minimize E( ~ X) + Ix I under the re­
striction that X is an interval of length Ix I ::': a. 
Then, for Ix I ::': a, 

We assume that (4.1) is false, namely for a::': aD, 

(4.3) 

We use the inductive construction and (4.2) and (4.3) 
to bound E( ~ Xa); we thereby obtain a contradiction, 
establishing (4. 1). We bound 

J exp0 JOT Hj(~ Xa}(q(a»da)dq(.). (4.4) 

The only change in the inductive construction occurs 
at the start of the first inductive step, i.e., the start 
of the first PS construction. Roughly, the idea is to 
begin the inductive construction by inserting and re­
moving the factor exp( - HI (Xa» in the integrand of 
(4.4). For this purpose we use the inequality 

1:::: e-r+s + (r/s)2n, (4.5) 

valid for real r, for s> 0 and for n E (Y+ • 
n = [IXa I liSP], s = i IXa I, and ' 

We choose 

J
io+l 

r =. Hj(Xa)(q(a»da. 
'0 

(4.6) 

We begin the first PS construction by inserting (4. 5) 
and (4.6) in the integrand of (4.4) at each time io 
such that 0 :::: io :::: T, io E T~r, where T is a positive 
integer to be determined later. Thus we apply (4. 5) 
and (4. 6) in the union of squares 

producing 2 [T/Tl terms. For each such term, let :Do be 
the subset of :Dl in which the exponent is removed, 
i.e., the squares in which the second term in (4.5) is 
selected. Let:Do be the complementary subset of :Dl 
in which the exponent remains. Then:Dl = :Do U :Do, 
and each square ~i E :Do contains 2[IXa I liSP] vertices, 
each of the form 21Xa l-lHI,i' We call these vertices 
PS vertices, we include the factor 21xa 1-1 with the 
kernel of these PS vertices, and we assign the func­
tion K(V) = IXa I to such PS vertices. Then K(V) plays 
the role of a lower cutoff n = [K(v)l/SPJ and Ilv112:::: 
0(K(V)-1/2). 

After starting the PS construction in this manner and 
obtaining PS vertices in :Do, we continue the inductive 
construction as in Sec. 2. With our definition of the 
PS vertices in :Do, the estimates of Sec. 2 and 3 con­
cerning the inductive construction apply. In the case 
of (2.43), No = 2n::': 2ao/SP -7 Cf.) as ao -7 r:fj. 

At the end of the inductive construction, we will obtain 
exp[- E(~ X)], which we bound by (4.2) or (4.3). Here 
X is the space region (at some time) in which the ex­
ponent is removed. The inequalities (4. 2) or (4. 3) 
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apply if X is an interval and either Ix I ~ a or X = rp, 
respectively. We now verify these conditions for any 
X appearing at the end of the inductive construction. 
If 6.. q: X x [0 T] then do(6.·) exceeds the horizontal, 
or e'qual time (hst~nce from 'Ll i to Xa x [0, T]. By 
Corollary 2.1, if n(Lli)r ;t! 0, then at the end of the rth 
PS construction d (Ll) > do(Ll.). Thus we ensure that e 1. r t • 

X has the desired form if whenever the exponent IS 

removed from Ll E ~o, it is also removed from all 
other squares in ~o with the same time localization 
as Ll. 

Suppose that Ll' forces the PS construction in Ll E ~o . 
If do(Ll') ~ 8- 1 dist(Ll, Ll') + 8- 1 1xa I, then by (2.38) 

n(Ll')1/3 ~ do(Ll') ~ 8- 1 dist(Ll, Ll') + 8- 1 1Xa I. 

Thus Ll' forces the PS construction in a square r(Ll') 
with side length 8n(Ll')1/3 ~ dist(Ll, Ll') + IXa I an? , 
centered at Ll'. This r(Ll') includes all squares m ~o 
that are localized at the same time as Ll. 

On the other hand, if do(Ll') ~ 8 -1 dist(Ll, Ll') + 8 -11Xa I, 
let do(Ll') = dist(Ll', Ll"), Ll" E ~o' Then 

dist(Ll, Ll') ~ dist(Ll, Ll") - dist(Ll", Ll') 

~ T - do ~ T - 8 -1 dist(Ll, Ll') - 8 -1 IXa I. 

Suppose T = 10 IXa I. Thus 

(4.7) 

Let d1(Ll') be the distance between the space localiza­
tion of Ll' and the center of Xa' {If Ll' = Ll i and Xa = 
[QI,J3], then d1(Ll') = li1 -~(QI + J3)i.} Half the side 
length of r(Ll') is greater than 2- 1/ 2 dist(Ll, Ll'). We 
show that 

(4.8) 

so Ll' forces the PS construction in all squares in ~o 
localized at the same time as Ll. By the triangle in­
equality, d 1 (Ll') ~ do(Ll') + ~ IXa I; so by (4.7), 

d 1 (Ll') + ~ IXa I ~ d o(6.') + IXa I 
~ t dist(Ll, Ll') + i IXa I 

~ t dist(Ll, Ll') ~ 2- 1/ 2 dist(Ll, Ll'). 

Thus we choose T = T(a) = 10 IXa I to ensure the de­
sired geometry. 

B. The Combinatorial Estimates 

The combinatoric factors for the graph expansion and 
the squaring operation are assigned as in chapter 3. 
In the path space construction, we now consider the 
combinatoric factors from .the ap~licatio~ of (4;,5) 
and (4.6) in :D1. Let .91 = {to: 0 ~ to ~ T, ~o E T,HJ. 
For a vacuum graph R at the end of the mductIve con­
struction' let .90 = .90 ( QI) C .91 be the subset of times 
for which the second term of (4. 5) was chosen. Let 
.9'(QI) C .9 1 be the complementary subset of times for 
w'hich the first term of (4. 5) was chosen. Let .9~ C eo 
be the subset of times in .96 when the PS construction 
was not used in Xa' We note that Y",(a) in (3.14) has 
the form 

(4.9) 

Thus Hj ('" Y",(a» = Hj(g),Hj ('" X) in these respective 
cases. 

Each application of (4. 5) yields two terms, so we 
assign a combinatoric factor 2 to each time io E .91 ' 

If io E .90 , there are vertices in Xa at tim~ io a?d we" 
assign the factor 2 to any such vertex. If to E .90 '" .90 , 
we assign the factor 2 to a vertex in the square forc­
ing the PS construction, as with the factor e S below. 
The remaining factor is exp(I.9;; I log2), where 1.96' I is 
the number of elements of .9;;. 

The other relevant factor is the constant exp(~ IXa I) = 
e S from the first term of (4.5). If io E.9~ '" .9;;, then 
exp(~ Ix i) is a combinatoric factor exp(!) per 
square ~ = Ll· . for i1 EX. We distribute this fac-

to,2} a 

tor among the vertices in Ll' that forced the PS con­
struction in Ll. Since n(Ll') vertices in Ll' force the 
PS construction in at most 64n(Ll')2/3 squares, we 
assign at most a factor 0(1) per vertex in Ll'. For 
times io E .9;;, we obtain a factor exp(~ IXa 11.90 I) in 
our expansion. 

Thus the inductive construction yields 

(no, e-T[Ho+H1(-Xa!] no) = f e-H1[-(Xa)(q(o»]do d.q(.) 

~ ~ f ds IR",(s) I exp(- foT Hr('" Ya.(a»(q(a»da) 
ct" 1 

Id o(",)I{log2+2 IXa I} ~ supe 

'" 
x n(c(vv)lvyllvvI12) exp(- foT E('" ~(a»da). 

v (4. 10) 

For 1.9;;(QI) I time intervals a E [io, io + 1), we bound 
- E( '" Y",( a» = - E (g) by (4. 3). For the remaining 
time intervals we use (4. 2). Thus 

exp(- fE('" Y",(a»da) 

~ e-1d;(",)IIXal e -TE(-Xa)exp(joT I Y",(a) '" Xa Ida). 

(4.11) 

By Proposition 3.2, for No sufficiently large, 

n (c( vv)lv y lilt 11 2) ~ e -N(a.). 
v 

In our case 

N(QI) ~ JT {IY",(a) "'Xal}da + {T/T- 1.9~(QI)I}. 
o (4.12) 

The bound N(QI) ~ foT {I Y",( a) '" Xa I} da follows as in 
the proof of Proposition 3. 2, neglecting squares in ~1' 
In a strip X x [io, io + 1], io E .90 , there is at least 
one vertex. aFor a square Ll EXa X .90 '" .90, we count 
one of the n(Ll') vertices in Ll', where Ll' forced the 
PS construction in Ll. Thus we count at least one ver­
tex for each time interval in .91 '" .9;;. There are 
T/T - 1.9~ I such time intervals, establishing (4.12). 

From (4.10)-(4.12), we find 

(no, e -T[Ho+Hr(-Xa )] no> 

-TE(-X ) -TIT - 1.9~(",) 1{-log2-1 +~ 1Xa I 
~ supe a e e 

'" -T[E(-X hT- 1] :::s e a , 

if ao (and hence IXa I ~ a ~ ao and No) are sufficiently 
large. 
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Taking the logarithm, dividing by T and letting T ~ 00, 

the left side converges to - E( ~ X a ). This gives the 
contradiction 0 :S - T -1, and proves (4. 1). 

5. A CORRECTION 

Our proof5 of the spectrum condition p2 :S H2 con­
tains a gap, as was pointed out by Frohlich and Faris. 
Namely, we required the Lorentz rotated Hamiltonian 
in a periodic box to have a simple ground state, which 
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Contract AF 44620-70-C0030 and the National Science Foundation, 
Grant GP-31239X. 

1 J.Glimm and A.Jaffe, QU11nlum Field Theory Models. in the 1970 
Les Houches lectures, edited by C. Dewitt and R. Stora (Gordon 
and Breach, New York, 1971). 

does not follow, as claimed, from standard methods. 
The remaining results in Ref. 5 are either indepen­
dent of this gap or are proved (and improved) by the 
present paper, with the exception of the estimate 

± V<p(h) :S constllhl1 2 (H + 1). 

This bound is Theorem 1.1, Case 2, € = ~,and it 
should follow from the methods of the present paper. 

2 J.Glimm and A.Jaffe,"Boson Quantum Field Models," in the 1971 
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3 J. Glimm and A. Jaffe, Acta Math 125,203 (1970). 
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The problem of nonlinear interaction among three waves is analyzed in the case in which one of the waves is 
initially absent. Clarification is made of some mathematical aspects of the interaction mechanism. 

The study of the nonlinear interaction among differ­
ent waves in a plasma is of primary importance, espe­
cially in connection with the possibility of exciting 
proper low-frequency modes, e.g., ion acoustic waves 
of the plasma by external transverse waves. 

The subject has been extensively explored by many 
authors, 1 -7 but there are some aspects of the way in 
which solutions are obtained that it is worthwhile to 
reconsider and clarify. In particular we refer to the 
case in which two waves excite an initially absent 
third wave, when matching conditions w1 + w2 = w3 ' 

k 1 + k 2 = k 3 are fulfilled. 

The procedure used by several authors in this case 
seems to be not completely correct, and we reconsider 
the problem through a different calculation scheme 
which yields the correct solution. 

It is well known that the problem of nonlinear three­
wave interaction generally leads, in the usual scheme 
of approximation6 - 8 to the following truncated sys­
tem of equations for the evolution of amplitudes: 

J,l,3 

rc.. ~--------------1---------------' 
I 

--ED 
o L---------------~~--------------~n~~; 

-'2 
FIG. 1. 

J. Math. Phys., Vol. 13. No. 10, October 1972 

db 3 
d(Et) = - A3 b1b2, 

(1 ) 

where the bj are the complex amplitudes of the three 
waves, E is a small expansion parameter and the Aj 
are the coupling parameters. 7 

This system is usually SOlved with the method em­
ployed in Ref. 9. Through the substitution 

one obtains 

dU1 
d( Et) = u2u 3 coscp , 

dU3 
d(€t) = - u1u 2 coscp, 

dCP = (U 1U2 _ ulu3 _ U2U3) sincp, 
d( El) u 3 u2 u1 

where 

cp = <P3 - <P2 - 'Pl' 

(3) 

( 4) 

This system of equations is solved by a suitable set 
of elliptic functions. 6 , 7,9 

In the simplest case of physical interest, when the 
third wave is initially zero, it can be easily verified 
that the Lipschitz condition is violated in the equation 
for cpo On the other hand, it is evident that in this 
case the substitution (2) is meaningless as the phase 
is completely undetermined. It may be useful to show 
these considerations by looking at the curves in the 
plane u3' cp . 

From Eqs. (3) and (4), in fact, we easily obtain 

dU3 (Cl - U~)(C2 - u~) u3 coscp 
-=-
dCP 3(Q' - u~)(j3 - u~) sincp 

(5) 
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where c 1 , c2 are two constants of motion 

and 
a = t [c 1 + c2 + (c~ + c~ - C1C2)lf2], 

{3 = HC1 + c2 - (c~ + c~ - C1C2)1/2]. 

(6) 

(7) 

The plot of u3 versus cp is constituted by closed cur­
ves that degenerate to a rectangle when u 3 (0) is zero 
(see Fig. 1). 

It is just on the border of the rectangle that the Lips­
chitz condition for Eq. (5) is violated. 

In the current literature6 ,7 ,9 these facts have been 
overlooked, and this may lead to consider a system of 
equations for the amplitudes that does not have solu­
tions, as is the case of Eq. (27) in Ref. 7. 

We show in the following that a simple way to over­
come these difficulties is to avoid the use of polar 
representation of complex amplitudes. We put 

(8) 

thereby obtaining the system 

K2 = K1 K3 + Y1Y3' Y2 = K1Y3 - K3Y1, (9) 

K3 = - KIK2 + Y1Y2' Y3 = - K1Y2 - K2Y1' 

which we want to integrate with the condition K3 (0) = 
Y3(0) = O. 

It is easily verified that a constant of the motion is 

which is equal to zero with the considered condition. 

R. E. Aamodt and W. E; Drummond, Phys. Fluids 7,1816 (1964). 
A. A. Galeev, V. I. Karpman, and R. Z. Sagdeev, Nuel. Fusion 5,20 
(1965). 

3 R. E. Aamodt and W. E. Drummond, J. Nuel. Energy Pt. C6, 147 
(1964). 

4 K Matsuura, J. Phys. Soc. Japan. 21, 2011 (1966). 

From Eq. (10) we thus obtain 

K2(K1Y3 - K3Y1) K1(Y3 K2 - K3Y2) (11) 
Y2 = YlY3 + KlK3 ' Yl = Y2Y3 + K2K3 • 

By comparison of Eqs. (11) with Eqs. (9) it follows 
that 

and therefore 

(12) 

by sutstituting Eqs. (12) into Eq. (10) it follows then 
that 

System (9) reads now 

Kl = [1 + s2(Sl + s2)/(I- sls 2)]K 2 K3 , 

K2 = [1 + sl(sl + s2)/(I- sls2)]K1 K3' 

K3 = - (1- Sls2)K 1K2 , 

(13) 

(14) 

and its solutions are the usual Jacobi functions. On 
the other hand, remembering that Y i / K i = tanCPi , from 
Eqs. (12) and (13) we obtain 

tanCP3 = tan( CPl + CI2), 
that is, 

cp = 0 or cp = 1T. 

It turns out that the phase cp is a discontinuous piece­
wise constant function which takes the value 1T during 
the time of growth of u 3 and the value zero during 
the decrease. Taking into account this behaviour of 
the phase cp, system (3) gives now the correct Eqs. 
for the evolution of the amplitudes. 

5 D. Montgomery, Physica 31,693 (1965). 
6 R. Sugihara, Phys. Fluids 11,178 (1968). 
7 K P. Das, Phys. Fluids 14,124 (1971). 
8 E. A. Frieman, J. Math. Phys. 4, 410 (1963). 
9 S. A. Armstrong, N. Bloembergen, J. Ducuing, and P. S. Per shan, 

Phys. Rev. 127, 1918 (1962). 
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where c 1 , c2 are two constants of motion 

and 
a = t [c 1 + c2 + (c~ + c~ - C1C2)lf2], 

{3 = HC1 + c2 - (c~ + c~ - C1C2)1/2]. 

(6) 

(7) 

The plot of u3 versus cp is constituted by closed cur­
ves that degenerate to a rectangle when u 3 (0) is zero 
(see Fig. 1). 

It is just on the border of the rectangle that the Lips­
chitz condition for Eq. (5) is violated. 

In the current literature6 ,7 ,9 these facts have been 
overlooked, and this may lead to consider a system of 
equations for the amplitudes that does not have solu­
tions, as is the case of Eq. (27) in Ref. 7. 

We show in the following that a simple way to over­
come these difficulties is to avoid the use of polar 
representation of complex amplitudes. We put 

(8) 

thereby obtaining the system 

K2 = K1 K3 + Y1Y3' Y2 = K1Y3 - K3Y1, (9) 

K3 = - KIK2 + Y1Y2' Y3 = - K1Y2 - K2Y1' 

which we want to integrate with the condition K3 (0) = 
Y3(0) = O. 

It is easily verified that a constant of the motion is 

which is equal to zero with the considered condition. 

R. E. Aamodt and W. E; Drummond, Phys. Fluids 7,1816 (1964). 
A. A. Galeev, V. I. Karpman, and R. Z. Sagdeev, Nuel. Fusion 5,20 
(1965). 

3 R. E. Aamodt and W. E. Drummond, J. Nuel. Energy Pt. C6, 147 
(1964). 

4 K Matsuura, J. Phys. Soc. Japan. 21, 2011 (1966). 

From Eq. (10) we thus obtain 

K2(K1Y3 - K3Y1) K1(Y3 K2 - K3Y2) (11) 
Y2 = YlY3 + KlK3 ' Yl = Y2Y3 + K2K3 • 

By comparison of Eqs. (11) with Eqs. (9) it follows 
that 

and therefore 

(12) 

by sutstituting Eqs. (12) into Eq. (10) it follows then 
that 

System (9) reads now 

Kl = [1 + s2(Sl + s2)/(I- sls 2)]K 2 K3 , 

K2 = [1 + sl(sl + s2)/(I- sls2)]K1 K3' 

K3 = - (1- Sls2)K 1K2 , 

(13) 

(14) 

and its solutions are the usual Jacobi functions. On 
the other hand, remembering that Y i / K i = tanCPi , from 
Eqs. (12) and (13) we obtain 

tanCP3 = tan( CPl + CI2), 
that is, 

cp = 0 or cp = 1T. 

It turns out that the phase cp is a discontinuous piece­
wise constant function which takes the value 1T during 
the time of growth of u 3 and the value zero during 
the decrease. Taking into account this behaviour of 
the phase cp, system (3) gives now the correct Eqs. 
for the evolution of the amplitudes. 
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spinor basis. In principle, however, any basis is suit­
able for the description of one-particle states. The 
choice of a particular basis is dictated by its sim­
plicity or convenience in exhibiting some important 
feature of physical systems. The Wigner baSis is 
particularly useful because, by diagonalizing the gen­
erators of translations, one obtains a straightforward 
description of momentum conservation. 

We propose here to investigate a basis which is ob­
tained by reducing the POincare group with respect 
to the Lorentz subgroup. We shall call it the Lorentz 
basis. Our original motivation for doing this resulted 
from some work by Domokos et aZ. 1 in which they 
draw attention to the formal resemblance between the 
Koba-Nielsen representation2 for the dual resonance 
model and irreducible representations of 5L (2C), in 
a basis introduced by Gelfand,3 defined in terms of a 
complex number z. It suggests the possibility that 
the dual resonance model would correspond to a par­
ticularly simple form of the 5 matrix when expressed 
in this basis. Our efforts in establishing such a re­
sult were not successful. However, we have obtained 
the matrix elements of the momentum operators in 
this basis which turns out to be of mathematical inter­
est in itself. This problem was, to our knowledge, 
first discussed by Chakrabarti et aZ. 4 using the 
(J2,J3) baSis studied by JooS.5 However, their re­
sults, although essentially in agreement with ours, 
are presented in a somewhat paradoxical form. They 
state that, for the case of spin-zero particles,PIlIA, 
z) is a linear combination of states I A + i, z) and 
I A - i, z). However, J oos has shown that in the de­
composition of a representation of the Poincare group 
with respect to the Lorentz group only real positive 
values of A occur. Thus the states I A + i, z) and 
IA - i, z) are not in the Hilbert space. The source of 
the paradox is that PI' is an unbounded operator, and 
therefore, is defined only on a subspace of the Hilbert 
space. We feel that our analysis completely clarifies 
this question. 

Similar problems arise in studying the Lie algebras 
of unitary representations of noncompact groups 
when diagonalizing operators which do not generate 
compact subgroups.6 Some of our results are con­
tained in Ruhl's work.7 However, the two approaches 
are so much different and the subject so unfamiliar 
that we think the presentation of our methods to be 
warranted. 

Our paper is organized as follows: In Sec. 2 we des­
cribe our choice of basiS and show how it is related 
to the usual Wigner basis. For Simplicity we confine 
the discussion to spinless particles. In Sec. 3 we ob­
tain the matrix elements of the momentum operators, 
in the subspace of the Hilbert space where they are 
defined, for the prinCipal series of unitary represen­
tations of 5L(2, C) with continuous eigenvalue A and 
discrete eigenvalue M = O. It is found that the mo­
mentum operators, conSidered as distributions, are 
defined on the set of functions f,..{z) which are analy­
tic in the variable A in the strip IImAI< 1, and a 
characterization of these distributions is given. 
Another characterization is given in Appendix B. In 
Sec.4 we indicate the implications of our results for 
the S matrix in the Lorentz baSis, and in Sec. 5 we 
give the transformation of the T matrix from the 
Wigner basiS to the Lorentz baSis. 

J. Math. Phys., Vol. 13, No. 10, October 1972 

2. THE LORENTZ BASIS 

Let ~v be the generators of the Lorentz group. The 
irreducible representations of 5L(2, C) are charac­
terized by two numbers a and M related to the Casi­
mir operators of the group by 

(1/4')g; JI'V Jp(J = M(a + 1) . Ilvpa • 

(2. 1) 

(2. 2) 

Gel'fand3 has shown that the baSis vectors for a 
unitary irreducible representation of 5L(2, C) can be 
labeled by a complex variable z. If L is an element 
of 5L(2, C) given by 

L = (a (3) 
yO' ao - (3y = 1, (2.3) 

and if D(L) is the operator associated with this ele­
ment, on the space of vectors I aM; z) of an irreduci­
ble representation of 5L(2, C), then these states 
transform as 

D(L -1) laM; z) = (a - (3z')-a-M(a* - (3*z'*ta+M laM;z'), 
(2.4) 

where 

z' = (az + y)/({3z + 0). (2.5) 

The POincare group has generators JI-'V of Lorentz 
transformations and PI' of translations. The irredu­
Cible representations are characterized by the Casi­
mir operators p2 = PI'PI-' and W2 = WI'WI', where WI' = 

~ E iJvpoJvppa. For the unitary representations p2 is 
a real number. If p2 = m 2 > 0 then W2 = 
- m 2s(s + 1) where s is an integer or half integer. 
The representation is then associated with a particle 
of mass m and spin s. 

Joos5 has shown that in the 5L(2, C) decomposition of 
a unitary irredUCible representation of the Poincare 
group corresponding to a massive particle with zero 
spin the only representations that occur are the rep­
resentations in the principal series with M = 0 and 
a = - 1 + iA(A > 0). For each A the representation 
occurs once and only once. Therefore the basis 
states shall be labeled as \Az) and are normalized in 
the following way: 

(A2 Z 21 A1 z 1> ::= 0(A2 - A1)02(Z2 - z 1), (2.6) 

where 02(z2 - z1) = 0(Rez 2 - Rez 1)0(Imz 2 - Imz 1). 

On the other hand the states in the Wigner basis for 
a representation of particles of mass m and zero 
spin are labeled by the eigenvalues p of the momen­
tum operator P, as Ip). 

The two bases are connected by the transformation 
matrix (p \AZ). In order to obtain this matrix let us 
consider a Lorentz transformation L and, taking 
(2.4) into account, write 

(PIAZ) = (pID(L-1)-1D(L-l)IAZ) 

= la-{3z'I-2a(p'IAZ'), (2.7) 

where p' ,z' are obtained from p and z by the Lorentz 
transformation L -1. 
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Now we notice that the transformation of z into z', 
as given by (2. 5), is the same as that of the ratio 
(- 1/12/lh) where 1/11,1/12 are the components of a 
spinor 1/1 in the ~ representation of 5L(2, C). Letting 
aJ-1 = (l,a) then (I/It,aJ-1l/1) transforms under 5L(2,C) as 

a null 4-vector and if cf> = (~z), then 

n = (cf> t , a J-1 cf» = (1 + I z I 2, - 2 Re z , - 2 Imz, 1 - I Z 12) 
J-1 (2. 8) 

transforms in the following way: 

or 

where AJ-1v is the transformation matrix of vectors 
corresponding to the Lorentz transformation L. 
Therefore it follows from (2.7) and (2.9) that 

(PIAZ) = ic(A,m)[(p/m)·n]o, (2. 10) 

where C(A, m) depends only on A and m and can be 
chosen to be real. In order to determine C(A, m) we 
use the normalization condition (2.6) together with 
the completeness condition 

flp)(pl :;~ = 1; (2. 11) 

then 

c(A1m)2 f(~ .n2r2* (~ .n1) °1 :;~ 
= 0(A2 - A1)02(Z2 - Zl) = (2/1T)0(A2 - A1)o(n2·n1)· 

(2. 12) 

One obtains 

C = 1T-3/ 2 (A/m) (2. 13) 

so that 

(PIAZ) = 1T-3/ 2 (iA/m)[(p/m)·n]o. (2. 14) 

In order to simplify the notation we shall from now 
on set all the masses equal to m = 1. 

3. THE MOMENTUM OPERATORS 

Since the generators of translations PJ-1 are unbounded, 
they are not defined in the whole Hilbert space but 
only in the subspace of vectors 

If) = flp) f(p) ~;~ (3.1) 

for which Pof(p) is square integrable. In the A, Z 
baSis this corresponds to the subset g: of functions 

1<A, ,z) defined by 

J(A,Z) = f ~(n·Pt1-n'-f(p) d
3
p (3.2) 

1T 3/2 2po 

with Pof(P) E L2 (with measure d 3p/2P o)' 

One can show 7 that these functions are analytic in 
the strip lImA 1< 1. These functions also have the 
following property: 

which establishes the equivalence of the representa­
tions for values of A of opposite signs. 

Let us consider the matrix element 

In Appendix A the following identity is proven: 

- iA2(n2·pr1-iA2PJ-1 = ~(A2 - i) (n2·pr1-i(A2-0n2J-1 

+ (1/21T) f A2(~n1·n2rl-iA2 n 1J-1[(- i - A2)/1T 3/ 2 ] 

x (n 1·prl-i(-A2-0 d2z 1. (3.5) 

Substituting in (3.4), one obtains 

f (A2Z2IPJ-1IA1Z1)](A1, zl)dA 1d2z 1 = ~n2J-1](A2 - i, z2) 

+ (iA2/21T) f (~n1·n2rl-iA2n1/(- A2 - i,zl)d2z 1· 
(3.6) 

The A1 integration in (3.4) and (3.6) is over the inter­
val (0,00). Therefore one can write the following 
expression for (A 2z 21 ~ I A 1 Z 1) consid~red as a distri­
bution on the set of analytic functions f(A1> z 1): 

(A2Z2Ip)A1 Zl) = (iA2/21T)(tn1'n2rl-iA20(A1 + A2+ i)n 1/1 

+ ~0(A1 - A2 + i)0(z2 - zl)n1J-1 (3.7) 

to be understood in the sense of (3.6). 

Similarly, this matrix element considered as a distri­
bution in the space of functions I(A2, Z 2) can be 
written as 

(A2Z2IPJ-1IA1Z1) = to(A1 - A2 + i)0(z2 - zl)n2J-1 

- (iAd21T)(~n1· n2r1+iAIO(A1 + A2 - i)n2J-1 (3.8) 

which is the Hermitian conjugate of (3.7). 

Let us now consider the matrix element 
(A 2Z 21 pJ-11 A1 Z 1) as a distribution i..n the topological 
product of the space of functionsf(A1z1) andf(A2z2). 
We have 

f (A2z 2 1 pJ-11 A1Z 1)1;.(A1Z 1)dA1 d2z 1h(A2' z2) tdA2d2z 2 

= ~ f A(A 2 - i, z2)n2J-1]2(A 2, z2)tdA2dz2 

+ f (iA2/21T)(~n1· n2r1-i>"2n1J-1](- A2 - i,zl) 
2 -x d zd2(A2,z2)tdA2d2z2. (3.9) 

In the second term we have 

(3. 10) 

The derivation is given in Appendix A. Therefore we 
can write 
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(A2Z21~IA1Z1) = i n 1"o(A1 - A2 + i)o(z1 - z2) (3.11) 

when considered as a distribution on the topological 
product of the space of functionsj(A1' z1) andj(A2' z2)' 
In Appendix B we give an alternate representation of 
the matrix element (A1Z1 iP/lIA2Z2) defined as a limit 
of distributions with support entirely on the positive 
real A axis. We consider the function 

(3. 12) 

where a > 0, and n is a null vector with no > O. Since 
Pis timelike n· P > 0 so that e- an ' P is a bounded 
operator, therefore, E(a, n) is well defined. We 
expect to recover the matrix elements of p. n (and 
therefore P,,) by formally writing 

(A2z2IP·nIA1z1) = lim - dd E(a,n). (3.13) 
a"" 0 a 

It turns out that this limit only exists on test func­
tions analytic in the strip lImA 1< 1. An outline of 
the procedure is given in Appendix B. 

4. THE T MATRIX IN THE (AZ) BASIS 

In this section we consider the matrix element of the 
T matrix for a scattering process A1 + A2 --t A3 + 
A4 , with the states given in the (AZ) basis. From 
Lorentz invariance one can readily see1 that the 
matrix element of the T matrix is of the form 

(A 3Z 3 ; A4z41TIA1z1; A2 Z 2 ) = . n (n;. n/O;+ojY2 
'=1.2 j=3.4 

X (n1'n2r(03*+04*>/2(n3'n4r(Ol+02)/2 M(A;, ~), (4.1) 

where (T; = - 1 + iA; and 

so that 

(4.3) 

We want now to find the restrictions on M(A;,~) that 
come from invariance of the T matrix under trans­
lations as given by the condition [T, PIll = O. We have 

~oo ?dA; ~oo ?d2z; (A3z3;A4z41[T,P,,]IA1z1;A2Z2) 

x J3(A3z3)tf~(A4z4)tI1(A1z1)j2(A2z2) = O. (4.4) 

From the unitarity of the S matrix we shall now show 
that the function 

(P3 + P4)2 (P3;P4ITlf1;f2> 

== (p 3 + P4)2 j (P3;P4IT1p1;P2> 
d3Pl d 3P2 

x f 1(Pl)f2(P2) -2:p ~ 
10 20 

== j (P3;P4 ITl p1;P2> (P1 + P2)2f1(pdf2(P2) 

d 3P1 d 3p2 
x----

2P10 2P20 
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(4.5) 

is square integrable in the pair of momenta P3,P4' 
Since (P1 + P2)2 = 2(1 + P1'P2) and P1 0 f 1(P1), P20 
f 2(P2) are by hypothesis square integrable, then it 
follows that 

I j d~ld~2 
f12> = Ip1,P2> (p 1 + P2)2f1(P1)f2(P2) ~P ~P 

10 20 
(4.6) 

is a vector in the Hilbert space where T is defined. 
Therefore, unitarity gives 

jl . I I 12 d
3
P3 d

3
P4 (P 3,P4 T f12> ~~:s Im(j12ITlf12> < 00 

30 40 (4.7) 
which proves the assertion. It follows that 
(A3z3;A4z4ITlfd2) is analytic in the rair of vari­
ables A3' A4 inside the domain {I ImA3 < 1, IImA41 
< I}. Moreover, as in (3.3), the following relation 
obtains: 

(- A3Z 3; A4Z4 I Tlf d 2> = (i A3/1[) j (in 3• n3f1+iA3 

x (A 3z 3;A4z 4 ITlfd2> d2z 3. (4.8) 

In this integral each term that contains n;1' as a fac­
tor is integrated in A1 from -CO to +00 and in the 
other A'S from 0 to +00. 

Consistently with (4. 8), one can define the matrix 
element of T with some of the A'S negative in terms 
of matrix elements with all the A'S positive, by expres­
sions like 

(- A3Z3; A4z41TIA1Z1; A2z2> = (iA3/1[) j(in3'n 3r1+;A3 

x (A3Z3; A4z41TIA1z1; A2z2>d3z. (4.10) 

With such a definition one can easily see that the inte­
grations over all the A'S in (4. 10) can be taken over 
the interval (-00, +00). Replacing (4. 1) and (3. 2) into 
(4. 9) one obtains 

j M(A. ~) n (n .• n .)-1+(i/2)(ACAj)(n .n )1+(;/2)(A3 A4 ) 

" i=1 2 'J 1 2 
j=3:4 

x (n .n )1-(;/2)(Al+~) iAi (n .• py1+iA; - iA j 

3 4 1[3/2 ' , 1[3/2 

x (n/Pj) -1+;Aj 1; (pJij(Pj)t 

X (A1 - i ~ + A2 - i ~ _ A3 + i ~ 
A1 n 1' P1 A2 n2'P2 A3 n3'P3 

_ A4, + i n4l'p) ndA
K
d2z

K 
d
2

:A = O. (4.11) 
h4 n4 • 4 K YKO 

Since the j(P)' s form a dense set it follows that 

j M(A.~) n (n .• n,f1+ (i/2)(A CAj)(n .n )1+(i/2)(A3 TA4) 
" ;=1 2 'J 1 2 

j=3:4 
x (n

3
.n

4
) 1-(;/2)(A1 +A2) 
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iA j 1 ., - iA . 1 ., 
X -- (n.·pT -'''i ~ (n .. pT HA) 

71 3 / 2 " 71 3/ 2 J J 

(4.12) 

(Here we have temporarily treated all four compo­
nents of Pi as arbitrary.) 

Now it is easy to verify that 

d
2
z = d3

N o(N·p _ 1), (4.13) 
(n·p)2 4N0 

where N is a null vector such that n' N = 0 and No> O. 
We also have 

(1 + P . _0 ) o(N·p - 1) = o/(N.p - 1). 
p app (4.14) 

Therefore (4. 10) can be written in the following way: 

JM(A'~) IT (N.N.r1+(i/2)(Aj-Aj) (N .N ) 1+(i/2)(A3 +A4) 
" j4.2 ' J 1 2 

j~3.4 

X (N .N )1-(j/2)(A1 +A2) [N + N - N - N ] 
3 4 1/l 2/l 3/l 4fl 

dAK d3NK ) 

X ~ 3/2 4N o/(NK'PK - 1) = 0, (4.15 
71 KO 

where ~ is defined in terms of the N's by homogene­
ous expressions like (4.3). 

Let us introduce the variables u j hy 

u j = ~ In(Nj.N3Nj'N4)/N3·N4 i = 1,2, 

u j = ~ In(Nj'N 1Nj'N2)/N1·N2 i = 3,4. 
(4. 16) 

Then performing the A integrations in (4. 15) one 
obtains 

d 3N J 'Jll(Nj )[N1/l + N 2/l- N 3fl -N4 /l] IT 4N K o/(NK'PK - 1) 
K KO 

= 0, (4.17) 
where 
'Jll(Nj) = 11 - ~ 1211 - ~-112 roo M(Aj, 0 IT eiuKAK 

N1'N2N3.N4 -00 K 

One obvious solution to (4. 17) is 

The condition 

NI +N2 -N 3 -N4 =0 

implies 

X dA K • (4.18) 
71 3 / 2 

(4. 19) 

(4. 20) 

N I ·N2 =N3·N4, N 1 ·N3 =N2 ·N4 , N I ·N4 =N2·N3, 
(4.21) 

and the coplanarity condition is equivalent to Im~ = O. 
The solutions of (4. 20) with NiO > 0 restrict the 
values of ~ to the interval (- cJ), 0). The necessary 
and sufficient condition for 'Jll(Ni ) as given by (4.18) 
to be of the form (4. 19) is that 

(4. 22) 

where A = A1 + A2 - A3 - A4' 

But if M(A j , ~) has this form, the T matrix does not 
satisfy the constraint condition (4. 10) ! We have been 
unable to find solutions to (4. 17) satisfying the con­
straint condition. However, the problem of determin­
ing the general form of the T matrix in the (A, z) 
basis, under transformations of the Poincare group, 
can be dealt with directly by transforming the T 
matrix in the Wigner basis to the (A, z) basis. This 
is done in the next section. 

5. TRANSFORMATION OF THE T MATRIX FROM 
THE WIGNER BASIS TO THE (A, z) BASIS 

The relation between the T matrix in the Wigner 
basis and in the (A, z) basis for zero-spin particles 
(and unit mass) is 

< .. ·A·Z·" ITI .. ·A.z.· .. ) = f<···p,,· ITI· "p ... ) J ) , , J j 

iA 
X IT--' 

j 71 3/2 
(n'p)-l+iAj IT - iA j (n .• prl-iAj IT d

3A. 
" j 71 3/2 J J K 2/l 

1"'KO 

(5. 1) 

We shall take this relation to apply to both positive as 
well as negative values of A, so that the conditions 
such as (4.10) hold. 

In the case of scattering of two initial into two final 
particles we have 

where sand t are the usual Mandelstam variables. 
After inserting (5.2) into (5. 1) we have been unable 
to express the left-hand side as a two-dimensional 
transform of F(s,t). 

In order to obtain the transformation to the basis in 
terms of the vectors Nj introduced in Sec. 4 we multi-

l-jA' 1-iA 
ply (5. 1) by ITi jll j 'lI j J and integrate in the A'S 
to obtain . 

(" .N)". ITI" ·Nj ,,·) = J (" 'Pj '" ITI· "Pi' ,,) 
iA. 1 ., - iA . d 3 /l 

X IT -'- (N.p.) - H "j ~ (N. 'P) IT _J',_K dA 
t.) 713/2 " 713/2 J J K 2p K 

=: (~)"/2 J (. "P
j

' .. ITI ... p
j

' .. ) KO 
d 3p 

X IT 0' (N.p - 1) _K (5.3) 
KKK 2/l' 

1"',,0 

where N" = nK /lI K and v is the sum of the number of 
particles in the initial and final states. Since 

JO/(N.p - l)o/(N·p' - 1) ~ ="712 2P o o(p - pI), (5.4) 
o 

then we also have 

("·Pj,,·ITI· .. pj • .. ) 

= (471 3 )-V/2J ( .. ·Nj •• ·ITI·· 'N
j
"') 

d 3N 
X IT o/(N·p - 1) -" . (5.5) KKK 2N 

KO 
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Upon the substitution of (5.2) into (4. 18) and using 
the relation 

jBI(N.p - 1) BI(N·p ' - l)N d2N.
3N = 71 2 2PoB(p - pl)P", 

jJ 0 

it results that (4. 17) is identically satisfied. 

APPENDIX A: EVALUATION OF CERTAIN 
INTEGRALS 

Consider the expression 

j (tn2·nlrl-iA2 nl,,(nl·pr2+iA2d2Z1· 

(5.6) 

(AI) 

From its transformation properties under the group 
SL(2, C) and taking into account that n~ = 0 and p2 = 1, 
one can wri te 

j(tn2'n1fl-iA2 nljJ(nl·pf2+iA2d2Z1 = a(A2)(n2'Pfl-iA2 P
jJ 

+ b(A2)(n2·pr2-i A2 n 2jJ , (A2) 

where the coefficients a and b depend on A2 only. 
Taking the scalar product of both sides with n 2 and p, 
respectively, we obtain 

(A3) 

x (a + b)(n2'pfl-iA2 = j t(n2·n1rl-iA2 (n1,pf1+iA2d2z1' 

(A4) 
Letting n2 = (1,0,0, - 1) and P = (1,0,0,0) one 
obtains 

a = 271 100

(1 + p2f2+iA2 dp2 = _ 271. , (A5) 
o - 1 + ZA2 

a + b = 71 100 
(1 + p2r1+H2 dp2 = - ~. (A6) 

o ZA2 
Then 

b = 71 {(I + iA2)/[iA2(- 1 + iA2)]}' (A7) 

Taking (A5) and (A7) into (A2) one obtains the identity 
(3.5). The derivation of (3. 10) can be done in a 
similar manner. 

APPENDIXB 

We wish to calculate 

E(a,n) = (A2Z2 le-
ap

'n IA1 Z1) , (Bl) 

where n2 = 0, no > 0, a> O. Via (2. 14) (with m = 1) 
and (2. 11) one obtains 

E(a,n) = J d 3
p A1A2 (n1·pr1+iA1(n2·prJ:-iA2e-ap.n. (B2) 

2Po 71 3 

By using the integral representation 

(p.n)a = _1_100 doe-cxp.ncx-1-a (B3) 
r(- a) 0 ' 

one gets 
A A 1 

E(a, n) = ~ .f' do 0 -
iA

1 
713 r(l- iA1)r(1 + iA2) 0 1 1 

X 100 do 0 -A2 J' d
3
p e-p·(an+Cl.1 nl+ cx 2n). (B4) ° 2 2 2po 

One can perform the last integral by noticing that 
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is a time like vector with positive time component. 
Transforming {3 to its "rest frame," we haveS (recall­
ing that p2 = 1) 

(B6) 

where x = ..fj32 and K 1 is the modified Bessel function. 
ButS 

K 1(x) = ~ leO dt e-(t-1+x2 t)/2 
x 2 ° ' (B7) 

so that we have (recall that n,n 1 ,n2 are lightlike) 
1 A 

E(a,n) = _ 1 
71 2 r(1 - iA 1) 

A2 leO ., do QI -, "1 

r(1 + iA2) 0 1 1 

x~c.o d~o2 H2 .r dt e-t-1/2 e-tlaa1n.n1+aCl.zn.n2+cx1C1.znl·n2]. 

(B8) 
Let us write 

n'n 10 1=pe K
, n·n20 2 =pe-K , t=r/p. (B9) 

Then 

2 ' (. )-1+iA1 , (. )-1-iA2 
"I n nl "2 n n2 

E (a, n) = - --=----=---- -~---='----
71 2 r(1 - iA1) r(1 + iA2) 

x 100 
d7 .r: dK e-i (A1+AZ)K e-2Ta COShK 

o -00 

x 100 
dp pi(A2-"1) 

o 

x exp [- p (2-. + r n1 ·n2 )] (BI0) 
27 n·n 1 n·n2 . 

We now do the p and K integrals to get9 

E( ) 4 Al A2 (n.n f1+iA 1 

a, n = 71 2 r(1 _ iA1) r(1 + iA2) 1 

X (n·n 2)-l-iA2 reI + i(A2 - AI)) 1(1'), (Bll) 

where 

1(1') = ~oo dr (ir + TY) -l1+i(A2- AJ1K i(A1+AzPTa) (BI2) 

and 
I' = {(n 1·n2)/[(n.n1) (n.n 2)])· (BI3) 

If I' =t 0, then the integral can be performed to 
obtain10 

I(y) = y-l- iA2+iA
1 {(2y)i(AZ- Al)/2/[4r(1 + iA2 - iA1)]} 

x [(8yfi(A1 +A 2 )/2 r (_ i(A
1 

+ A
2
» 

x r(1 + iA 2)r( - iA1)(2a)i(A1+A2) 1F2(1 + iAZ; 

1 + iA1, 1 + i(Al + A2); - aZ/2y) 

+ (AI ~ - A2) (AZ~ - AI)] 

+ 2 -2-i(Az -AI )r( - iA2)r(iA1)(2a)i( A2'A 1 ) 

x IF2(1 + i(A2 - AI); 1- iA 1, 1 + iA2' - a2/2y))}, 

(BI4) 
where 1F2 is a generalized hypergeometric function. 

We are really interested only in - (d/ da)E(a, n) I Q"O' 

which is the matrix element of (P.n). If we retain 
only those terms which contribute in the limit a -7 0 
after differentiating, we obtain the first three terms 
of (BI8) 

There is still another term to conSider, which arises 
when y = O. This term is singular, so to study it, we 
consider 
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11 = t I(y)dy. 
o 

(B15) 

Substituting (BI2) for I(y) , doing the y integral first, 
and then doing the T integral as we did before, we can 
evaluate 11. Taking - d/ da of the resulting expres­
sion and keeping only the surviving terms in a, we 
then let EO tend to zero. We find a term which survi­
ves in the matrix element of P·n. It is 

(a -1-i(A.rAl)/41T2)0+(y)~(n1·n2r2+iAro..2 r(1 + iA2 - iA1)' 
(BI6) 

where o+(y) is defined by 

foE o+(y)j(y)dy = j(O). 

But 
y = n1·n2/n1·nn2·n = 21 z 1 - Z 212 /n·n 1 n·n 2 

so that 

o+(y) = ~n.n1n.n20+( IZ1 - z212) 

= hn.n 1n.n20 (Zl - z2)' (BI7) 

where the last step is obtained by using polar co­
ordinates. Collecting all the terms we than obtain the 
following expression for the matrix element of P·n: 

(A 2z 2 IP.nIA1z 1> = ~ lim [2-P 'lf(1- i(A2 + AI)) 
1T2 a->O 

X A
2
(n.n

1
) i(A2+A 1 )(n1.n2r1-iA2a -1+i(A2 +Al) 

- 2iA2 f(1 + i(A
2 

+ A1))A1(n.n2ri(Al+A2) 

x (n1·n2r1+iAla-l-i(A2+Al) + (A
1 

- A2) 

, r(1 + iA1) f(l- iA2) 
x f(1 - Z(A2 - AI)) f(1 - iA

1
) f(1 + iA2) 

x (n·n 1) iA2(n.n2 ri Al(n1 .n
2

fl-i(A2-Al )a -l+i (A2-Al) 

- i1T2-1+i(A2 -A l )f(1 + i(A2 - A1)(n.n2ri(A2-Al) 

x 0(Z2 - zl)a-l-i(A2-Al)] (BIB) 

To make sense of the limit a --) ° we should consider 
the right-hand side of (BIB) as a distribution in either 
set of variables AI' zl or A2, z2. We have then to 
find the set of test functions on which this distribu­
tion is defined. Let us consider as test functions the 
set of functionsj(A1z1) defined by (3.2). Then on 
performing the z 1 integration one finds that the inte­
grand becomes a symmetric function of Al analytic in 
the strip 1 ImAl 1 < 1. It is then possible to extend the 
integration in Al to the interval (- 00, (0) and in each 
of the four terms move the contour to the line ImAl = 
± 1. Then the contribution to the Al integral in the 
limit a --) ° comes in each term, only from the region 
around the pole of the f function whose argument 
exactly coincides with the exponent of a-I. One then 
obtains the result given by (3.7). 

APPENDIX C: DETERMINATION OF C(A, m) IN 
(2.10). 

We have to evaluate the integral in (2. 12): 
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An algebraic classification is given for the solutions of the Dirac equation for an electron interacting with a 
classical plane-wave electromagnetic field. The solutions appear as the carrier space of the direct sum of the 
positive a.nd ~ega.tive energy, mass m, spin -~ representations of the restricted Poincar~ group. An explicit 
constructIon 1S given for the generators of the representation. The explicit position space form of the solu­
tions follows readily from the relatively simple form of these operators. Via these solutions, an expression 
for the propagator of the interacting electron is given. 

1. INTRODUCTION 

We have recently shown l that the solutions of cer­
tain quantum-mechanical problems involving electro­
magnetic fields can be deduced by an algebraic tech­
nique involving the generators of a realization of the 
restricted Poincare group. In this note we show that 
the technique is not restricted to the Klein-Gordon 
equation, but can equally well be used to obtain solu­
tions of the Dirac equation. The procedure is essen­
tially identical to that given in I, the only complication 
being the introduction of spin, that is, the requisite 
algebra becomes somewhat more cumbersome due 
to the presence of the anticommuting gamma mat­
rices. To make the connection with I transparent, 
we again confine our attention to classical plane­
wave electromagnetic radiation. This has the addi­
tional merit of providing a simple algebraic inter­
pretation of the solutions to this problem which were 
first given a long time ago by Volkov. 2 

Since we have given a detailed discussion of the 
necessary background in I, here we restrict our­
selves to a few brief remarks concerning the tech­
nique. Simply stated, the method consists of finding 
a set of operators which commute with the "Hamil­
tonian" of the problem and which also obey the com­
mutation relations of the generators of the Poincare 
group. These operators are then used to classify 
the solutions according to their transformation pro­
perties under this "new" Poincare group. That is, 
the solution space appears as a carrier space for a 
representation of the restricted Poincare group P} , 
the previously determined operators being the gene­
rators of this representation. Since the irreducible 
representations of p} have been completely classi­
fied,3,4 and we have an explicit representation in 
hand, we are able to classify which irreducible re­
presentations occur. The space of solutions can then 
be constructed by using the "boost" technique. 3 The 
explicit position space form of the solutions is 
easily determined due to the relatively simple form 
of the operators which occur. 

The solution presented in Sec. 2 for the interacting 
electron is identical in form to the following" solu­
tion" of the free Dirac equation. The "Hamiltonian" 
for the problem is given by Ho = f . 5 The eigenvalue 
problem is to determine the solutions of the wave 
equation Ho 1/1 = rn1/l. Each of the usual space-time 
translation operators Pil = i(a /ax) commutes with 
Ho. The Lorentz generators for the "orbital" motion 
are given by lllV = i(xll P v - XV PIl), while the Lorentz 
generators for the" spin" are given by (i/2)allv = 
- i[yJ.L,yv]. Although neither of the two sets of quan-
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tities lJ.LV, (i/2)aJ.LV commute with Ho, the Lorentz 
generators M/jv for the "total" motion do, where 
Mbv = lJ.LV + (i/2)aJ.Lv. 

Each of the sets of operators lJ.Lv, (i/2)a llv , and MJt 
obey the commutation relations satisfied by the gene­
rators of the restricted Lorentz group L1 .6 Since 
(i/2)aJ.LV commutes with both lllv and PA, it is easy to 
verify that the set of operators PA, Mgv obey the 
commutation relations of the generators of p+t. The 
representation of p+t which is generated by pI., Mb v 

can be classified by calculating the two Casimir 
operators of the representation. The invariant mass 
operator is given by PIlPIl = 1/ f = m 2, indicating that 
we must have a mass m representation. The other 
independent Casimir operator is provided by the 
square of the Pauli- Lubanski vector SJ.L' where SIl = 
(1/2)EllvAo M~Apo. Direct calculation shows that 

SIlSIl = ~ m 2. Since the eigenvalues of S2 have the 
form J(J + 1)rn 2 , where J(J + 1) is the eigenvalue of 
the Casimir operator J2 of the little group SU(2), it 
follows that the solutions are labeled by the spin i 
representation of SU(2) (that is,J = i). The sign of 
the energy provides an additional label for irreduc­
ible representations. Since we wish to admit both 
positive and negative energy states in the Dirac 
theory, it follows that the solution space of Hol/l = 
ml/l is the carrier space for the direct sum of the 
positive and negative energy, spin i, mass m repre­
sentations of P/. 
In the spin basiS, the abstract vectors of the repre­
sentation are labeled as jp, A, ±), where pll denotes 
the eigenvalue of the operator PIl, A = ± i refers 
to the component of the spin along the three-axis in 
the rest frame, and ± refers to the sign of the energy. 
The explicit form of the solutions is immediately 
evident due to the relative simplicity of the opera­
tors P A and M~v. Since the construction of these 
states is, of course, well known, 5.6 we do not repeat 
the procedure here. In Sec. 3 we will mimic this 
technique in order to construct explicit solutions for 
the interacting Dirac electron problem. 

The solution to the problem of a Dirac electron in­
teracting with a plane-wave electromagnetic field 
will proceed in a fashion which is formally identical 
to the above discussion. In Sec. 2 we find the exact 
analog of each of the operators appearing in the free 
electron case. These provide the generators of a re­
presentation of p+t, which again turns out to be the 
direct sum of the forward and backward timelike, 
mass m, spin ~ representations. In Sec. 3, this exact 
analogy is exploited in order to explicitly construct 
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the solutions. This also permits an identification of 
the Green's function for a Dirac electron interacting 
with a plane-wave electromagnetic field. 

2_ ALGEBRAIC SOLUTION 

According to the principle of minimal electromagne­
tic interaction, the Dirac equation for the interacting 
electron is obtained by making the substitution 
PI' ---? PI' - qAI', so that the new "Hamiltonian" is 
given by 

H=f-qJj.., (2.1) 

where PI' = i(a/axl')' For simplicity7 we choose the 
electromagnetic potential AJl as 

AJl = aJl exp(ik'x), (2.2) 

where aJl is a constant vector and 

k-k = k-A = O. (2.3) 

The eigenvalue problem is to determine solutions of 
the equation HtJ; = mtJ;. 

Our first task is to find a new set of translation 
operators rrll which commute with the "Hamiltonian" 
(2.1). At this point we are guided by our previous 
solution of the Klein-Gordon equation. We antici­
pate that the translation generators will be similar 
in form to those for a spin-zero particle, with the 
exception that there must also be a term present 
which represents the interaction of the electron's 
magnetic moment with the electromagnetic field. 
Since the magnetic moment interaction is of the form 
a "V F"v, where F"V is the anti symmetric fi~ld tensor, 
we are led to define the operator 

(2.4) 

One can then easily verify that n = t..f.1 = - t ~..f,. , 
so that kn = n k = O. 

To obtain the generators rr", we consider the set of 
commutation relations between H,PJl ,AV,A-P,A-A, 
and n. In deriving this algebra it is important to 
note that k·k = k·A = 0, A·P = P·A in the Lorentz 
Gauge, ~n = n ~ = 0, and most important of all, that 
k· P commutes with all members of this algebra. 
We therefore replace k·P by a constant ~ = k·P_ 
The relevant relations are 

[P" ,H] = qk"~, (2.5a) 

[Av,H] = ~Av, (2.5b) 

[A.P,H] = ~(A.P), (2.5c) 

[A.A,H] = 2~(A.A), (2. 5d) 

[n,H] = {1- ~(A.P) + q¥(A.A), (2. 5e) 

[PJl,Av] = - kl'Av, (2.5f) 

[PI',(A·P)] =-k"(A·P), (2. 5g) 

[P",A'A] =- 2k"(A·A), (2.5h) 

[PI',n]=-kl'n, (2. 5i) 

with all remaining commutators vanishing. Inspec­
tion of Eqs. (2. 5a)-(2. 5e) shows that a new set of 
translation operators, commuting with H, is provided 
by the expressions 

rrl' = PIl - q~-lkll(A·P) + q2(2~)-1kll (A·A) - q{-lkl'n, 
(2.6) 

while inspection of the remaining equations shows 
that 

[rrll, rrv] = O. 

It may further be verified that rrllrrll = H2, where 

H2 = (If - qLjt)2 = {p2 - 2q(A·P) + q2(A.A)} - 2qn. 
(2.7) 

The portion inside the curly brackets is the Klein­
Gordon operator while the remaining term repre­
sents the magnetic moment interaction. Since H2tJ; = 
m 2tJ;, we know we must have a mass m representa­
tion of p}. 

We must now find a new set of "coordinates" QV 
which are canonical to the rr ll , that is, [rrll, Q v] = igllv. 
These may readily be found by considering the com­
mutator of XV with rrl' and by inspecting the commu­
tation relations (2.5). It is necessary to note that 
k· P cannot be considered as a constant when commu­
ted with arbitrary functions of x. However, the neces­
sary commutator of x and (k·P)-l can easily be de­
termined by elementary techniques. Without much 
difficulty, the new "coordinates" are found to be 

QV = XV - iq~-lAv + iq~-2kv(A·P) - iq2(2~)-2kv(A'A) 

+ iq~-2kvn. (2.8) 

One can easily verify that these "coordinates" have 
the desired property that [QI', Q v] = O. 

In analogy to the case of the free Dirac electron, we 
define the "orbital" Lorentz operators Lllv according 
to the rule 

(2.9) 

Since [Q v, H2] = -2irr v , it immediately follows that 
LI'V commutes with H2. The set of operators rrll, LV A 

obey the commutation relations of the Poincare 
generators. Since they commute with H2, it follows 
from the discussion given in I that the manifold of 
solutions of H2tJ; = m 2tJ; carries the spin zero, mass 
m representation of P}. This does not, however, 
solve the original Dirac equation. We could, of 
course, use the expedient of Volkov and construct 
the solutions of (H - m) tJ; = 0 by noting that if tJ;' is 
a solution of (H2 - m 2)tJ;' = 0, then tJ; = (H + m)tJ;' is 
a solution of HtJ; = mtJ;. Rather than do this, we shall 
continue the algebraic analysis. 

As might be expected, LI'v does not commute with H. 
The explicit expressions for these commutators are 
extremely cumbersome, and since it is never neces­
sary to use these expressions, we do not give them 
here. In order to continue the analysis, we now need 
a new set of "spin" operators. If the free-particle 
analogy is to hold, these new" spin" operators must 
be constructed from objects which commute with rrll 
and LVI<., Noting that the y matrices arise in the com­
mutator [xll, Ho] = - iyll, we define a new set of gamma 
matrices rll by the rule 
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(2. 10) 

Evaluation of the commutator yields 

P = yl1 + q~-l(AI1~ - k114) - (q2/2)~-2kl1 (A.A)f. 
(2. 11) 

A direct computation reveals the rather amazing 
fact that the rl1 also anticommute: 

(2.12) 

Use of the Jacobi identity on [1TI1, [Q v, H]] reveals that 
[1TI1, r v] = 0, while direct computation shows that 
[QI1, rv] = O. Recalling that [QI1,H2] = - 2i1T11 pro­
vides the important relation 

{p ,H}+ = 21T11. (2.13) 

Having verified that the new r matrices have all the 
appropriate properties, we now construct the new 
sigma matrices according to the rule 

(2.14) 

The use of Eqs. (2.12) and (2.14) allows one to ascer­
tain that the quantities (i/2) ~I1V obey the algebra of 
the generators of the Lorentz group. 

In terms of the new r matrices, the" Hamiltonian" 
(2. 1) takes the form 

(2. 15) 

where we eschew the temptation to use the slash 
notation in hopes of avoiding confusion. In terms of 
the ~ matrices, we define the "total" Lorentz genera­
tors Ml1v by the rule 

Ml1v = Ll1v + (i/2)~l1v. (2.16) 

With H in the form (2.15), the use of Eqs. (2. 9), 
(2.10), and (2. 12)- (2. 14) permits us to verify that 
[Ml1v, H] = 0 without direct evaluation of the rather 
cumbersome commutators which appear. 

The set of objects 1T11, M v A commute with H and obey 
the algebra of the generators of the Poincare group. 
In order to complete the algebraic description of the 
solutions, we need only to classify the representation 
which these operators generate. The mass-squared 
operator 1T111T11 = m 2 tells us that we again have a 
mass m representation. The second Casimir opera­
tor is provided by 511 5

11 ,4 where 

5" -.!. E M VA 1To 
,.. - 2 I1vAO , (2.17) 

and EI1VAO is the completely anti symmetric Levi­
Civita symbol. Direct computation in the rest frame 
shows that 511 511 = ~ m 2• Referring to the discussion 
given in the introduction, we again have a maEis m, 
spin! representation of p} .3 

We of course wish to admit both forward and back­
ward timelike solutions, so that we again have the 
direct sum of two irreducible representations. This 
completes the algebraic classification of the solu­
tions of HtJ; = mtJ;. 

3. EXPLICIT EIGENFUNCTIONS 

Just as for the free Dirac electron, the abstract vec­
tors in the representation for the interacting elec-
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tron appear as Ip,A, ±), where PI' is the eigenvalue 
of 1T11, A = ± ! is (in the spin basis) the projection of 
the spin along the three-axis in the rest frame [the 
eigenvalue of (i/2)~ 12], and ± refers to the sign of 
pO. By using the operators 1T11, M VA which were 
found in Sec. 2, it is now a relatively straightforward 
procedure to find the explicit eigenfunctions, since 
the form of the operators is simple. 

Momentum eigenstates can be found by determining 
the eigenstate of 1T O in the "rest frame"8 and then 
"boosting" to an arbitrary frame. Because of the 
simplicity of the operators and the known solutions 
of the free Dirac equation, however, it is easier to 
proceed directly. Inspection of the form of 1T11 , given 
by Eq. (2.6), allows one to ascertain that the simul­
taneous eigenstates of the 1T11 are given by 

tJ; ~ exp{- i[p.x - iq~p1(A.p) + iq2(4~p)-l(A.A) 
- iq~p 1Q]}u, (3. 1) 

where u is an arbitrary constant spinor, and ~p de­
notes the eigenvalue of k'P when acting on the func­
tion (3.1), that is, ~p = k.p (in order to avoid an 
overly cumbersome notation, we henceforth drop the 
subscript p from ~). Since the first three quantities 
in the argument of the exponential involve only the 
identity matrix, it is convenient to introduce 

cfJp = exp{- i[p·x - iq~-l(A·p) + iq2(4~)-l(A.A)]} 
(3.2) 

(cfJp is, in fact, the solution of the Klein-Gordon equa­
tion when the particle has no magnetic moment). 
Since n is nilpotent (n 2 = 0), the eigenfunctions of 
1T11 finally take the form 

(3.3) 

The functions tJ; given by (3.3) are solutions of the 
squared Dirac equation for arbitrary u. In order to 
satisfy the Dirac equation, we find [by direct substi­
tution of expreSSion (3.3) into the Dirac equation] 
that u must satisfy the equation 

rl1PI1 (1 - q~-ln)u = m(l - q~-lQ)u. (3.4) 

By using the fact that 

(1 - q~-ln)-l = (1 + q~-ln), (3.5) 

it is an easy matter to verify that (1 - q~-ln) is an 
intertwining operator for the two sets of gamma 
matrices, that is 

(3.6) 

From thiS, it is apparent that u must satisfy the free 
Dirac equation 

(~- m)u = O. (3.7) 

Combining all of this information together yields the 
final form of the solution 9: 

(3.8) 

The subscripts P,'\ on tJ; retain the same meaning as 
for the case of the free Dirac electron. This may be 
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seen by constructing in the usual fashion the positive 
and negative frequency projection operators, as well 
as the spin projection operators-the only difference 
being that the r matrices are used instead of the 'Y' 
The use of Eq. (3. 6) then confirms this statement. 

One can use solutions (3.8) to immediately write 
down the following expression for the exact Green's 
function: 

(rll(x)~ + m) 
G(x,x') ~ J d 4p II 

(p2 _ m2) 

x [1- q~-lQ(X)]<pp(x)<p:(x')[1 + q~-lQ(X')]. (3.9) 

A detailed discussion of the properties of G(x, x') 
will be given elsewhere. 

As a final point, we wish to mention what it means 
for the free and interacting representations to be 
"identical." Mathematically, the representations are 
said to be unitarily equivalent (we are realizing the 
same representation with a different set of opera­
tors). This implies the existence of a unitary trans­
formation U which carries the free solutions 1/1 and 

• See B. L. Beers and H. H. Nickle, Bull. Amer. Phys. Soc. 17, 565 
(1972). 

1 H. H. Nickle and B. L. Beers, Southern Illinois University Tech­
nical Report No.NB-I-72 (unpublished). This manuscript is 
henceforth referred to as 1. See also B. L. Beers and H. H. 
Nickle, Lett. Nuovo Cimento 4, 320 (1972). 

2 D. M. Volkov, Z. Physik 94, 250 (1935); Zh. Eksp. Teor. Fiz. 7, 
1286 (1937). In this regard, see also L. S. Brown and T. W. B. 
Kibble, Phys. Rev. A133, 705 (1964); I. M. Ternov,A. M. Khapaev, 
and Yu. I. Klimenko, Vestn. Mosk. Univ. Ser. Fiz., Moscow (1967), 
22, No.1, 35 (1967) [MoscoW Univ. Phys. Bull. 22, No.1, pp.18-22]. 

3 E. P. Wigner, Ann. Math. 40,149 (1939). 
4 Yu. M. Shirokov, Zh. Eksp. Teor. Fiz. 33, 861, 1196, 1208 (1957); 

[Sov. Phys. JETP 6, 664, 919, 929 (1958)J. 
5 For the Dirac equation and related quantities, we will follow the 

notation and conventions found in J. D. Bjorken and S. D. Drell, 
Relativistic Quantum Mechanics (McGraw-Hill, New York, 1964). 

6 For an elementary discussion of the Lorentz and Poincare 
groups, see, e.g., S. S. Schweber, An Introduction to Relativistic 
Quantum Field Theory (Harper and Row, New York, 1961), Chap. 

operators 0 into the interacting solutions 1/1' and 
operators 0' via the rule 1/1' = UI/I, 0' = UOU-l. 

Inspection of the preceding discussion shows that 
this transformation is accomplished by the opera­
tor lO 

U = exp[- i(k·P}-l {- iq(A·P} + i(q2/4)(A·A}}] 

x [1- q(k·P}-lQ]. 

Equation (3.6) provides a manifest example of this 
transformation. 

Note added in proof: After submitting this manuscript, 
we noticed the recent article by Richard 11 in which 
some aspects of the present paper are discussed. 
Richard's article led us to the earlier work by 
Chakrabarti l2 in which the "dynal\llical representa­
tion" derived here was first noted. Chakrabarti noted 
the existence of this representationby constructing 
the operator U given above from the Volkov solutions. 
This should be contrasted to the first principles deri­
vation given here which requires no a priori know­
ledge of the solutions. 

2. 
7 As shown in I, it is a trivial extension to consider vector poten­

tials of the form apf(cp) + bpg{CP), where cP "" k·x, f and g are 
arbitrary functions, and k· a = k· b = a· b = O. 

8 We use words like "rest frame" in the mathematical sense. We 
do not mean to imply that the interacting electron is at rest. 
With this warning, we will continue to use all the nomenclature 
for the free electron in the present case. 

9 In comparing this result to other results given in the literature, 
please note that for the simple potential (2. 2), the integrals (in 
terms of which the exact answer is usually given) can easily be 
integrated to yield the present form. For further clarification 
of this point, see I. 

10 The fact that U is not manifestly unitary should not alarm the 
reader. The factors of i arise from our choice of the complex 
potential (2.2). This can easily be remedied and causes no 
difficulty. 

11 J. L. Richard, Nuovo Cimento SA, 485 (1972). 
12 A. Chakrabarti, Nuovo Cimento 56A, 604 (1968). 
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I. INTRODUCTION 

In this paper we will discuss the problem of three 
particles in one dimension which satisfy 

(
P l

2 
P22 P3

2 
) 

HI/I = -- + -- + -- l/I(x U x2,x 3) = EI/I 
2ml 2m2 2m3 

= _ h2 (_1_ ~ + _1_ ~ + _1_ ~)I/I = EI/I. 
2ml GX l

2 2m2 GX 2
2 2m3 GX3

2 

The particles, however, are not to be free, for we 
shall apply three constraints to the problem, 

(1) Xl < x 2 < x 3 ' 
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The particles, however, are not to be free, for we 
shall apply three constraints to the problem, 

(1) Xl < x 2 < x 3 ' 
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These constraints have the effect of introducing an 
"interaction" between the particles. This interaction 
is such that the particles cannot penetrate each other. 
To see this point look at the component of the proba­
bility flux vector perpendicular to the surface xl = 
x 2 • This component is proportional to 

which vanishes because of (2). Thus we see that parti­
cle 1 is not allowed to penetrate particle 2. Similarly, 
of course, particle 2 is not allowed to penetrate parti­
cle 3. 

We now re-express the partial differential equation in 
the center of mass system. We do this in two steps. 
First let 

Y1 =..fm1 xdn , Y2 = ..;m;,x2/n, Y3 = ...rm;x3/ n . 

The Hamiltonian operator now has a simpler form, 

1 [ il
2 

il
2 

il
2 

] 
H = -"2 ilY12 + ilY22 + ilY22 

The surface Xl = X 2 implies 

and, similarly,x2 = x3 implies 

We now make a rotation in the Y space. This, of 
course, leaves the form of the Hamiltonian invariant. 
We wish this rotation to separate the center of mass 
and also to make one of the new coordinates be pro­
portional to Xl - x 2 • Such rotations are discussed in 
Ref. 1. The appropriate rotation is 

In this coordinate system 
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X2 - X3 = n[(m2 + m 3/m 2m 3)]1/2(sinO'z2 - COSO'Z3)' 

tanO' = n[(m1 + m 2 + m 3)m 2/m 1m 3]1/2. 

Finally, we express our Hamiltonian in cylindrical 
coordinates. Let 

Z3 = r sine, Z2 = r cose, 

In this coordinate system, 

Xl - x 2 = n(1l12)-1/2r sine, 

x 2 - x3 = n(1l23)-1I2y sin(e - 0'), 

1 ( il 2 il 2 1 il 1 il 2 ) 
H=-2 ilz12 + ilr2 +:y Or + r2 ile2 ' 

Ilij = reduced mass of the ij subsystem. 

Condition (1) now implies that we are to solve the 
partial differential equation HlJ; = ElJ; within the 
wedge 0 < r < 00,0 < e < 0'. Conditions (2) and (3) 
read, respectively, 

1 illJ; I g'lJ;(r,O')=-(1l 2)-112_- , 
1 r ile e=o 

h'lJ;(r,O) = (Il )-1/2 - - • 1 illJ; I 
23 r ile e=a. 

In this restated form the three particle scattering 
problem is formulated as the solution to the wave 
equation in two dimensions confined to the wedge 
o < e < 0', and subject to the boundary conditions 

illJ; I ""'(r 0) = - -
6'1", on e=o' (la) 

illJ; I hlJ;(r,O') = - , 
iln e=a. 

(1b) 

where 

h = h'(1l12)1/2, g = g'(1l23)1/2, 

n = unit normal to the indicated surface. 

In this form the problem has an electromagnetic ana­
log, viz. the diffraction of an E-polarized electromag­
netic wave by an imperfectly conducting wedge, where 
our strength constants g and h are related to the con­
ductivity of the boundary material of the wedge. This 
analog problem has commanded some interest, notably 
that of Williams,2 whose method we shall adopt. Nus­
sensveig3 recognized that this analogy existed and 
used the method of Williams' to describe a particular 
breakup problem. 

The authors' interest in this problem was stimulated 
by its similarity to the problem of three penetrable 
particles in one dimension interacting via delta func­
tion potentials. In fact under certain conditions of 
high symmetry the two types of problems turn out to 
be identical. 

It has been found, however, that the more limited 
class of impenetrable particle problems can stand in 
their own right as true three particle problems and 
as such provide an illustration of the type of mathe­
matics which allows the effects present in more com­
plicated problems. 
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ll. THE METHOD OF SOLUTION 

We adopt the method suggested by Williams, which is 
essentially Sommerfield's method for solving the 
perfectly conducting wedge. We assume that we may 
represent the solution as an integral over plane waves 
of a given energy E = k 2 /2, which we take for the mo­
ment to be a positive number. 

tj;(r, e) = JE f(e, w)eikr coswdw. 
A 

We must ensure that 1/1 satisfies the differential equa­
tion, and to this end we assume that the limits A and 
B are carried to infinity in some way so that we may 
differentiate under the integral sign. The limits A 
and B may be safely carried to infinity anywhere in 
the complex w plane where 1m cosw> O. This restric­
tion implies that the end points of the integration 
must lie in a one of a series of strips in the w plane: 

for Imw > 0, 

for Imw < 0, 

(2n - 1)1T < Rew < 2n1T, 

2n1T < Rew < (2n + 1)1T, 

where n takes on all integer values from - 00 to 00. 

We must evidently commence our integration in one 
of these strips and end it in another. 

We note that at r = 0 the function tj; must be finite 
and independent of e, for physically this is a single 
point and the solution must be single-valued. We anti­
cipate that this independence must arise from our 
ability to deform the contour in the w plane for fixed 
e. Since we further anticipate that the function f will 
have Singularities in the w plane which give rise to 
bound states, etc., we recognize that we must choose 
our contour so that it surrounds none of these singu­
larities. It turns out that all of the singularities in­
troduced by the dynamics will lie within a finite dis­
tance of the real axis. We will therefore choose our 
contour so that it always has Imw > 0 and is above 
any of the singularities of f. This basic contour is 
denoted C 1 in Fig. 1. 

We now substitute the assumed form for 1/1 into the 
differential equation, integrate by parts, and obtain 

('72 + k2)tj; =_1_ J (02f _ 02f) eikrcoswdw = O. 
r2 c oe2 ow2 

This is satisfied if 

f(w, e) = G(w + e) + H(w - e); 

thus 
tj; = J [G(w + e) + H(w - e)]e ikr cosw dw. 

c 

We take this form for tj; and calculate 

1 01/1 J' - -= [G'(w + e) - H'(w - e)] eikr cosw dw, 
r oe c 

which, by partial integration, is 
1 otj; 
-- = ikJ sinw[G(w + e) - H(w - e)]eikrCoswdw. 
r oe c 

We must, of course, ensure in what follows that our 
functions G and H are sufficiently regular to justify 
the partial integration. 

The boundary condition (lb) along e = 0 will be satis­
fied if 

F1G.1. The basic contour (Cll and its deformation 
(C 2 plus C 3l for the integral form of the solution. 

g[G(w) + H(w)] = ik sinw[G(w) - H(w)]; 

likewise boundary condition (la) along e = G' requires 
that 

- H[G(w + G') + H(w - G')] 

= ik sinw[G(w + G') - H(w - G')]. 

Rewriting these conditions, we find 

G(w + G') = Y(w)H(w - G'), 

H(w) = X(w)G(w) , 

where 
sinw - ig/k 

X(w) = , 
sinw + ig/k 

sinw - ih/k 
Y(w) = . 

sinw - ih/k 

Thus the boundary conditions on the sides of the wedge 
require that G and H satisfy a pair of coupled differ­
ence equations. The difference coefficients X and Y 
are unimodular functions for real wand have period 
27T. We temporarily defer discussion of the difference 
equations and show first that a set of appropriate 
solutions to the difference equations completely deter­
mine the asymptotic properties of the wavefunction. 

m. THE ASYMPI'OTIC SOLUTION 

In order that we have a proper solution, the wavefunc­
tion must satisfy: 

(1) the boundary conditions at e = 0 and e = G', which 
are expressed through the difference equations for 
G and H; 

(2) regularity at r = 0, which is satisfied if G and H 
approach at most a constant as w -)i 00; 

(3) the condition that the wavefunction not increase 
exponentially anywhere within the wedge, which 
we shall see imposes conditions on the locations 
of poles in G and H. 

We now wish to deform the contour C1 so that it 
passes through the steepest descent points at w = 0 
and w = 7T. This deformation will lead to sweeping 
the contour across Singularities of G and H intro-
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duced by the difference equations. The contribution 
from these singularities must be taken into account 
explicitly by use of the residue theorem. The contour 
deformation is made as shown in Fig. 1. The open 
contour C 2 passes through the steepest descent points, 
whereas the closed contour C 3 surrounds the singu-
1arities of G and H. The asymptotic solution will be 
the sum of a pair of steepest descent contributions 
plus some "plane wave" contributions from the poles 
of G and H. 

What sort of singularities may G and H have? In the 
main this is governed by boundary condition (3), with 
the criterion being that no contributions are allowed 
which lead to exponential increases in the wavefunc­
tion anywhere in the wedge. Suppose that G(w + 8) has 
a pole at w + 8 =' u + iVj this means that there will be 
a "plane wave" contribution to the integral at w = u 
+ iv - 8, with the corresponding wavefunction 
exp(ikr) cosw 

ikr cosw = ikr cos(u + iv - 8), 

= ikr cos(u - 8) coshv + kr sin(u - 8) sinhv. 

If we take v > 0, corresponding to the upper half­
plane, we see that u - 8 must be negative. Since 8 
takes on values from 0 to a, we see that u must be 
less than 0 or greater than 1T + a. At exactly the end 
points a pole of G would contribute a surface wave 
along the wall of the wedge. A pole at u = 0 would 
contribute an outgoing wave along the wall at 8 = 0 
whereas a singularity at u = 1T + a would contribute 
an incoming surface wave along the wall at 8 = a. 
We thus conclude that G may have no poles in the 
upper half-plane for 0 < Rew < 1T + a. Poles may, 
however, occur at the boundaries of this region. In a 
similar manner we find that H must be free of poles 
in the upper half-plane for - Ci < Re w < 1T, with a 
pole at u = 1T contributing an incoming wave along the 
surface 8 = a. 

An analysiS of the two-body problem shows that the 
imaginary part of the location of a pole in G or H is 
dictated by the constants g and h. That is that the 
surface waves may only have an exponential decrease 
into the wedge region which is specific to the strength 
constant on that surface. 

Thus we find, as indeed we would expect, that there 
are four surface wave contributions to the asymptotic 
form of the wavefunction. If we let 

sinif3 = ig /k, siniy = ih/k, 

then the appropriate amplitudes corresponding to 
these surface wave contributions are: 

(1) For the incoming surface wave along 8 = 0: 
H(1T + if3) = lim (w - 1T - if3}H(w); 

w-"'IT+iB 

(2) For the incoming surface wave along 8 = a: 
G(1T + a + iy)j 

(3) !,or the outgoing surface wave along 8 = 0: 
G(if3}; 

(4) For the outgoing surface along e = a: 
H( - a + iy). 

The remainder of the contribution to the asymptotic 
wavefunction comes from the steepest descent pOints 
at w = 0 and w = 1T. 
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These contributions are: 

from w = 0: v21T/kr ei1l/4eikr[G(8) + H( - 8)]; 

from w = 1T: ..j21T/kr e-i1l/4eikr[G(1T + 8) + H(1T - 8)]. 

Thu~, again as we would expect, we have both an in­
commg and an outgoing contribution for cylindrical 
"free waves" which correspond to all three of the 
particles being free. 

Finally, we emphasize that we have now obtained an 
explicit representation of the asymptotic solution in 
terms of the solutions to the difference equations. If 
we know G and H, we can evaluate all of the above am­
plitudes. We thus proceed to a solution of the differ­
ence equations. 

IV. SOLUTION OF THE DIFFERENCE EQUATIONS 

The difference equations are 

G(w + a) = Y(w)H(w - a), H(w) = X(w)G(w). 

A further factorization of these equations is possible. 
Let 

G(w) = B(w)A(w + a), H(w) = B(w + 2a)A(w + a). 

Substitution into the difference equations yields 

B(w + 2a) = X(w)B(w), A(w + 2a) = Y(w)A(w) , 

and thus the equations are separated. 

We remark briefly on the theory of such equations. 
Birkhoff4 discussed the equation 

G(w + 2a) = M(w)G(w), 

and demonstrated that the most general solution is the 
product of a particular solution times a function with 
period 2a. Thus 

G(w) = Gp(w)¢(w), 

where Gp(w) is a particular solution and ¢(w) = ¢(w + 
2a). A particular solution was found to be 

provided, of course, that the infinite product conver­
ges. 

In our case, where X is a unimodular periodic func­
tion for real w, we do not obtain convergence in this 
infinite product form. J ost 5 has made a study of such 
difference equations with periodiC coefficients in con­
nection with the penetrable delta function problem, 
which he approached by a different method. We shall 
find, however, that we will be able to modify Birk­
hoff's technique to our problem at hand. 

At this stage we can make three simple observations 
about the properties of this equation and its solution: 

(1) If M(w) can be written as a product of two func­
tions, say 

then the solution is a product of solutions of Simpler 
equations; i.e., let 
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and 

then 

C1(w + 2a) =: X1(W)C1(w) 

C 2 (w + 2a) =: X 2 (w)C 2 (w); 

C1(w + 2a)C 2 )(w + 2a) =: X 1(w)X 2 (w)C 1(w)C 2 (w), 

so that C(w) = C1 (w)C 2 (w) is a solution. This evident­
ly holds for any number of terms in the product. 

(2) If M(w + 21T) = M(w) , then C(w + 21T) is a solution 
if C(w) is a solution. Hence we can write 

C(w + 21T) =: C(w)cp(w), 

where 

cp(w + 2a) = cp(w). 

(3) If M(w) is unimodular for real w, so that 

M*(w) = M-l(w), 

and this relation is extended to complex w, then 
C*(w)C(w) is periodic with period 2a. For,from 

C*(w + 2a) =: M* (w)C(w) =: M-l(W)C*(w), 

we have 

C*(w + 2a)C(w + 2a) = M*(w)M(w)C*(w)C(w) 

=: C*(w)C(w). 

We concentrate on the separated difference equations 
one at a time. First we attempt to solve 

B(w + 2a) = X(w)B(w). 

We note that X is an entire analytic function of wand 
as such has an infinite product representation in w 
plane. We shall couple this infinite product represen­
tation with the observation (1) above and attempt to 
write the solution for B as an infinite product. 

To construct the infinite product representation of 
X, we write X in the form 

X(w) = sini(w - i!3) cosi(w + if3)/cosi(w - if3) 

x sin~(w + if3), 

where, again, 

sinif3 = ig/k. 

Thus X is itself the product of two functions. 

USing the infinite product forms of the sin and cosine, 
we write one of the factors of X as an infinite pro­
duct. 

sini(w - if3) (w - if3) 00 1- [(w - if3/2mr)]2 ----- = n _~~<~----::...-
sini(w + if3) (w + if3)n=l 1-= [(w + if3!2n1T)]2 

00 w - if3 + 2mr 
n!!oo w + if3 + 2mr 

The infinite product form of the other factor of X is 

cosi(w + if3) 00 w + if3 + 1T + 2n1T 
----- = n -'~-----
cosi(w - if3) n=-oo w - if3 + 1T + 2mr· 

For each of the factors which appear in this infinite 
product, we can construct a solution. Consider the 
difference equation 

C(w + 2a) = [(w - Wo - if3)/(w - Wo + if3)]C(w). 

This equation is satisfied by 

C(w) = r«(1/2a)(w - Wo - if3»/r«(1/2a)(w - Wo + if3», 

because the gamma function satisfies the difference 
equation 

r(z + 1) =:zr(z). 

The difference equation is equally well satisfied by 

C(w) = r«(1/2a)(2a- w + w o - if3»/r«(1/2a) 

(2a- w + Wo + if3). 

These two solutions differ by a multiple of period 2a 
as can be demonstrated using the property of the 
gamma function 

r(z)r(1- z) = 1T/sin1Tz 

Thus we may express the solution to the difference 
equation as an infinite product of gamma functions. 
Before completing this exercise, however, we should 
look ahead to the necessity of applying the pole con­
dition which guarantees that there will be no exponen­
tially increasing waves in the wedge. 

Notice that the two solutions above represent two 
different extremes of the possible types of solutions 
to the difference equation. The first has a string of 
poles recurring every 2a in the upper half-plane 
beginning at w 0 + if3 and running to - 00 parallel to 
the real axis, and a string of zeros recurring every 
2a in the lower half-plane beginning at w 0 - if3 and 
running to - 00 parallel to the real axis. The second 
solution puts zeros running to the right in the upper 
half-plane and poles running to the right in the lower 
half-plane, both commencing where w =: W 0 + 2a. 

The solution to the whole difference equation will 
have an infinite number of these gamma function 
factors. 

There is an entire strip of the complex w plane which 
must be free of poles. To satisfy this condition, we 
must choose solutions such that the elementary fac­
tors to the right of this strip lead to solutions with 
poles running to the right and the elementary factors 
to the left lead to poles running to the left; otherwise 
poles will fall in the forbidden strip. 

We therefore split the elementary factors into two 
groups, those which occur to the left of the strip and 
those which occur to the right. Accordingly we write 

sini(w - if3) 00 w - if3 + 2mT 00 w - if3 - 2n1T 

sini(w + if3)nl!o w + if3 + 2n1T nU w + if3- 2n1T' 

where the first factor on the left contains all of the 
factors to the left of Rew =: 0 and the term on the 
right contains all of the factors to the right of Rew 
=: o. 
Thus a solution to 
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which is free of poles in the strip 0 < Rew < 7T + CI' 

in the upper half-plane, is 

0() r«l/2C1')(w - i{3 + 2nz» 

B 1(w) = nI}o r«1/2a)(w - i{3 + 2nz» 

0() r«1/2C1')(2C1' - w- i{3 + 2n7T» 
xo . 

n=l r«1/2C1')(2C1' - W + i{3 + 2n7T) 

In fact this solution is free of poles in the upper half­
plane from Rew = 0 to Rew = 27T + 2C1'. This turns 
out to be necessary in the formation of the total so­
lution since the total solution involves shifted pro­
ducts of functions such as the one above. 

If we let 

0() r« 1 /2a)(w - i{3 + 2m» 
f(w,{3) = 0 , 

n=O r«1/2a)(w - i{3 + 2m) 
then 

B 1(w) =f(w,{3)f(27T + 2C1'- w,(3), 

where this solution is free of poles in the upper half­
plane for 0 < Rew < 27T + 2a. 

In a similar way we construct a solution to the re­
maining factors of B(w). If 

we know that the solution is 

B 2 (w) =f(w + 7T,- (3)f(7T + 2C1' - w,- (3). 

We may now construct a solution to the whole differ­
ence equation which satisfies the pole criteria. Com­
bining the terms to form B(w), we find 

B(w) = B 1 (w)B 2 (w), 

=f(w,{3)f(27T + 2a - w,(3)f(w + 7T,- (3) 

X f(7T + 2a - w,- (3). 

Similarly, for A(w), 

A(w) =f(w,y)f(27T + 2a-w,y)f(w + 7T,y) 

Xf(7T + 2a - w,- y). 

In turn we now combine A and B to get G and H. 

G(w) = B(w)A(w + a) 

= f(w,(3)f(27T + 2a-, w,(3)f(w + 7T,- (3) 

Xf(7T + 2a - w, - (3)f(w + a,y)f(27T + a - w,y) 

xf(w + 7T + a,- y)f(7T + a - w,- y), 

H(w) = B(w + 2a)A(w + a) 

=f(w + 2a,(3)f(27T - w,(3)f(w + 7T + 2a,- (3) 

x f(7T - W, - (3)f(w + a,y)f(27T + a - w,y) 

x f(w + 7T + a,- y)f(7T + a - w,- y). 

We have now constructed a particular solution to the 
difference equations. All other solutions are obtained 
by multiplying G and H by a function with period 2a. 
This particular solution is still not in the most con-
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venient form for the manipulations which follow. We 
shall modify this solution in a way which will be 
motivated in the next section. 

We seek to modify this particular solution so that it 
has the following properties: 

(1) no incoming bound wave at () = 0, which implies 
that there is no pole of H at w = 7T + i{3, 

(2) no incoming bound wave at () = CI', which implies 
that there is no pole of Gat w = 7T + a + iy, 

(3) no incoming cylindrical wave, which implies no 
contribution from the steepest descent point at 
w = 7T,or G(7T + w) = - H(7T - w). 

This solution will not lead to a bounded wavefunction 
at r = 0, because there must be a source at that point 
since we have outgoing waves which do not arise from 
incoming waves. 

We first seek a modification of our particular solu­
tion which satisfies condition (3). That is, we seek a 
function ¢(w) which satisfies 

¢ (w) = ¢(w + 2a), 

A(w + a)B(w)¢(w) 

= - A(27T - W + a)B(27T + 2C1' - W)¢(27T - w). 

Now we substitute for A and B in terms of the func­
tion f and find the equation for ¢: 

¢(2-w) 

¢(w) 

f(w + 7T,- (3)f(7T + 2C1' - w,- (3) 

f( - 7T + w,- (3)f(37T + 2a - w,- (3) 

f(w + a + 7T,- y)f(7T + a - w,- y) 
x . 

f (37T - W + a, - y)f (- 7T + a + w, - y) 

Look at the first factor on the right: 

f(w + 7T,- (3) 

f(w - 7T, - (3) 

r«(1/2a)(w + 7T + i{3 + 2m) 
=0 

n=O r«1/2C1')(w - 7T + i{3 + 2n7T) 

r«1/2a)(w - 7T - i{3 + 2n7T)) x . 
r«1/2a)(w + 7T - i{3 + 2m)' 

almost all of the terms cancel and we are left with 

f(w + 7T,- (3) r«1/2a)(w - - i(3)) 

f(w - 7T,- (3) r«1/2a)(w - + i(3) 

A similar cancellation takes place in all of the other 
factors as well, leaving us with 

cP(27T. - w) 

¢(w) 

r«1/2a)(w - 7T - i(3»r«l/2C1')(7T + 2a- w + i(3)) 

r«1/2a)(w - 7T + i(3»r«1/2C1')(7T + 2a- w - i(3)) 

r«1/2a)(7T + CI' - w + iy)) 
x . 

r«1/2a)(w + a - 7T + zy)) 

r«1/2a)(w + a - 7T - iy» 
x . 

r«1/2a)(7T + a - w - zy)) 



                                                                                                                                    

seA T T E R I N G 0 F T H R EEl M PEN E T R A B L EPA R TIC L E S 1601 

Using the periodicity property of the gamma function, 

r(1/2a)(rr + 2a - w + i(3))r«1/2a)(w - rr - i(3) 

we find 

¢(2rr - w) 
----

¢(w) 

= rr[ sin(rr/2a)(w - rr - i(3)]-l, 

sin(rr/2a)(w -rr + ifJ) sin(rr/2a)(w + rr - 0' + iy 

sin(rr/2a)(w - rr - i(3) sin(rr/2a)(w - rr - 0'- iy) 

A solution to this equation is 

¢(w) = sin(rr /2a)(w - rr - i(3) sin(rr /2a)(w - rr - 01 - iy). 

Thus we have 

Go(w) = B(w)A(w + 0') sin(rr/2a)(w - rr - i(3) 

sin(rr/2a)(w - rr - 0'- iy), 

H o(w) = B(w + 20' )A(w + 0') sin(rr /2a)(w - rr - i(3) 

x sin (rr/2a)(w - rr - 0'- ty), 

where the functions Go and H 0 satisfy conditions (1), 
(2), and (3), since the function ¢(w) is zero at both 
w = 1T + ifi and w = rr + 0' + i{3. 

v. CALCULATION OF SCATTERING AMPLITUDES 

In this section we will calculate the amplitudes for 
various events characteristic of this three-particle 
system. At this point we have succeeded in providing 
a solution to the difference equations which has the 
property that it corresponds to a point source at the 
origin. There are no incoming bound or free waves, 
yet outgoing waves exist in all channels. 

This particular solution is useful because it is easily 
modified to fit any type of incoming conditions. The 
solution to the difference equations which gives rise 
to a particular physical situation in the incoming 
state (for example, an incoming state with particles 
2 and 3 bound and particle 1 free) must arise from 
multiplying our basic solution by some function with 
period 20'. That is, 

G(w) = Go(w)1/I (w), H(w) = H o(w)l/I(w), 

I/I(w) = I/I(w + 20'). 

If we wish to discuss all possible incoming states, we 
must have a complete set of functions 1/1. By a com­
plete set we mean a set of I/I's which span all the 
possible incoming physical states. 

All of the possible incoming states must be labeled in 
some way. Implicitly we have already chosen this 
way to be all possible incoming states of a given 
three-particle energy. Even within this choice, how­
ever, there are infinitely many ways to choose the 
incoming states. 

A similar situation arises in the two particle centro­
symmetric scattering problem. We may characterize 
completely all of the scattering for a given incident 
energy in an infinity of ways. The two most popular 
are an angular momentum decomposition, where one 
specifies the scattering by giving an energy dependent 

phase-shift for each angular momentum channel, or 
a plane wave type of decomposition where one specif­
ies a scattering amplitude I(e, 1/1), which gives the 
amplitude to scatter from a plane wave incoming at 
angle 1/1 to one outgoing at an angle e. These two 
points of view are connected by a similarity trans­
formation. 

The case of two-particle centro-symmetric scatter­
ing has a Simplification that has no obvious analog 
in our case. Since angular momentum is conserved, 
the scattering is diagonal in the angular momentum 
representation. We have no idea what peculiar set of 
states will give us a diagonal representation for the 
scattering, and so we choose a set of states (much 
like the plane wave basis) which is physically appeal­
ing. 

We shall describe our scattering in a basis where the 
events are labeled by the momentum vector in the 
two-dimensional space of the problem. That is a 
basis where the quantum number tells how the energy 
is apportioned among the three particles. The magni­
tude of this momentum vector is fixed by the three­
particle energy, and so we need only use the angle as 
a label. We shall denote the possible incoming states 
as: 

10): an incoming state with particles 2 and 3 bound, 
particle 1 free (corresponding to e = 0), 

10'): an incoming state with particles 1 and 2 bound, 
particle 3 free (corresponding to e = 0'), 

11/1): an incoming state with all particles free, where 
the parameter 1/1 tells how the three-particle 
energy is divided among the particles. 

Similarly, the outgoing states are labeled: 

(0 I: an outgoing state where particles 2 and 3 are 
bound, particle 1 free, 

(0'1: an outgoing state where particles 1 and 2 are 
bound, particle 3 free, 

(el: an outgoing state where all particles are free 
and the parameter e tells how the three-particle 
energy is divided among the particles. 

We need to make our difference equation formalism 
tell us the array of numbers 

A(Olo) A(aIO) A(elo) 

A(Ola) 

A(O 11/1) 

A(aIO) 

A(all/l) 

A(ela) 

A(ell/l) 

where A(e 10) is, for example, the coefficient of the 
asymptotic cylindrical wave at angle e given unit am­
plitude for an incoming bound state of particles 2 and 
3. 

We now set up a method to calculate this array of 
numbers. The first row of this array is all condition­
al on unit amplitude for an incoming wave at e = 0, 
and no other incoming wave is ·present. We must en­
sure that the asymptotic form of the incoming solution 
provides an incoming wave along e = O. It is there­
fore necessary to multiply our basic solution by a 
function 1/11 (w) which has a pole at the point w = 1T + 
i{3, for H must have a pole at this point to provide the 
proper incoming wave. The residue of this pole in 
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the function H will be the coefficient of the asymptotic 
wave incoming along 61 = O. 

The function 1/11 must also be chosen so that there is 
no incoming cylindrical wavej thus we must preserve 
the property that the steepest descent point at w = rr 
does not contribute to the asymptotic form, and thus 
we must have 

Since Go and H 0 have been constructed with this pro­
perty, we see that 

and hence 1/1 is an even function about rr . 

Since there are no sources other than the bound wave 
at infinity the moduli of the functions G and H must 
be bounded as w -7 i 00. The functions G and H get 
exponentially large as w -7 i 00 like exp(rr /2)Imwj thus 
the function 1/11 must decrease at least as fast as 
exp(- rr /2) Imw in the same limit. Apart from a con­
stant factor a function which satisfies these condi­
tions is 

1/11(W) = [cos(rr/a)(w - rr) - cos(rri{3/a)]-l. 

In fact (apart from a constant factor) this function 
is unique. Due to the boundedness condition on G and 
H, we may only consider the possibility of introducing 
higher Fourier coefficients in the denominator, but 
these will inevitably introduce unwanted poles in G 
andH. 

Now we see that the entire first row of our array of 
amplitudes is 

A(olo) = Go(i{3)1/I1(i{3)/Ho(rr + i(3)iii 1 (rr + i(3), 

A(aIO) =Ho(- a + iy)1/I1(- a + iy)/Ho(rr + i(3) 

x iii1(rr + i(3), 

A(e 10) = GO(e)1/I1(e)1/I1(e) + Ho( - e)1/I1( - e)/Ho(rr 

+ i(3)iii 1(rr + i(3), 

where we have chosen the arbitrary constant in 1/1 1 
to be such that the residue of the pole of H(w) at 
w = 'IT + i{3 is unity. 

The same line of reasoning allows us to construct 
the function 1/12(w) which conditions the amplitudes on 
an incident bound state of particles 1 and 2. We insist 
that 1/1 2 have the following properties: 

(1) 1/12(W) = 1/12(W + 2a), 

(2) 1/12(w) has a pole where w = rr + a + iy, 

(3) 1/12(rr + w) = 1/12(rr - w), 

(4) 1/12(w) has no poles other than those required by 
(1), (2), and (3), 

(5) 1/12(w) decreases at least as fast as exp( - rr/a) 
Imw as w -7 ioo. 

These conditions imply that apart from an arbitrary 
constant 

1/12(W) = [cos('IT/a)(w - 'IT) - cos('IT/a)(a + iy)]-l. 
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The arbitrary constant is fixed by insisting that the 
residue of G(w) at rr + a + iy is unity. This gives the 
second row of amplitudes in our array to be: 

A(O la) = Go(i{3)1/I2(i{3)/Go(rr + a + iy)iii 2(rr + a + iy), 

A(ala) = Ho( - a + iy)1/I2( - a + iy)/Go(rr + a + iy) 

x li/2(rr + a + iy), 

A(e I a) = [G O(e)1/I2(e) + Ho( - e)1/I2( - e)]! 

Go(rr + a + iy)V:;2(rr + a + iy). 

Finally we must produce a function which gives an 
incoming plane wave at e = 1/1. This contribution must 
arise from a pole on the real w axis. Referring to 
the original contour integral, we see that the pole 
must fall in the region 0 < w < rr to give a contribu­
tion. By the same sort of reasoning carried out in 
Sec. III, we conclude that the pole must fall in H(w) at 
w = rr - 1/1, so that by the usual considerations 

1/13(W) = [cos(rr/a)(w - rr) - cos(rrl/l/a)]-l, 

and 

A(O 11/1) = GO(i{3)1/I3(i{3)/2rrH o(rr - l/I)iii 3 (rr - 1/1), 

A(all/l) = Ho( - a + iy)1/I3( - a + iy)/ 21THO(1T -1/1) 

iii3 (rr - 1/1), 

A(ell/l) = [G O(e)1/I3(e) + Ho( - 61)1/13(- e)]!2rrHo(rr-l/I) 

x iii3 (rr - 1/1). 

The factor 2rr in the denominators is required to pre­
serve unitarity. There is a caveat in the interpreta­
tion of this last row of amplitudes. The point is best 
explained by examining a particular case. 

VI. ANALYSIS OF A PARTICULAR CASE 

Consider the case where w/let both g and h tend to 
- 00. This says that the wa~efunction must vanish 
along the walls of the wedge, and thus we should ob­
tain Sommerfield's solution for the perfectly conduct­
ing wedge. In our interpretation the solution will re­
present the scattering of three one-dimensional 
particles whose wavefunction must vanish when two 
particles are on top of one another. 

The difference equations are 
." 

G(w + a = - H(w - a), H(w) = - G(w). 

A particular solution is 

G(w) = 1, H(w) = - 1. 

The considerations of the previous section lead us to 
multiply the particular solutions by a function which 
is period 2a, even about rr, and has a pole of unit resi­
due at w = 'IT - 1/1. Such a function is 

1T rr 1/1 f. 'IT 
1/13(w) = - 2a sin a \sin2a (w - rr - 1/1) 

x sin ;a (w - 'IT + 1/I~-1. 
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The resulting scattering amplitude is 

f(8,1/1) = G«(}) + H( - 8) 

(1/4a) sin(1T 2/a) sin(1TtJ;/a) sin(1Te/a) 

sin(1T/2a)(8 - 1T - tJ;) sin(1T/2a)(8 - 1T - tJ;) 

x [sin( 1T /2a )( (} + 1T - tJ;) sin (1T /2a )( (} + 1T + tJ;)]-1 

which is Sommerfield's result. 

Notice,however, that this amplitude has two singulari­
ties in the physical region of e for fixed 1/1. In the 
theory of electromagnetic diffraction these directions 
in e are called the boundaries of geometric optics. 
They are the directions in 8 which can arise from a 
set of specular reflections of the plane wave incident 
from the direction tJ;. In the particle language they 
are the singularities of Rubin, Tiktopolis, and Sugar6 

which arise in the three-particle problem when an 
incoming and outgoing state are connected by a sequ­
ence of two-particle interactions each of which indivi­
dually conserves energy and momentum and which is 
kinematically allowed by the order of the sequence. 

When a probability or a flux of particles is computed 
it will depend quadratically upon the scattering ampli­
tude. Unitarity will depend somehow upon the integral 
of the square of the amplitude, but in its present form 
the square of the amplitude is not an integrable func­
tion. We must see how to go around the poles to pre­
serve unitarity. 

In our formalism it is easy to see how to do this. Re­
ferring again to Fig. 1 the contour integral around the 
closed path (e 3 ) will yield plane waves which extend 
to infinity. We want to eliminate these plane waves 
from unitarity considerations. Since the closed con­
tour covers the real axis from 0 < W < 1T we can do 
this by displacing all of the poles into the lower half­
plane, which makes them exponentially decay at in­
finity. These plane waves will then not contribute to 
either the flux or the probability. 

Thus 
sin (1T)tJ;/a 

tJ;3(W) = - ---
4a 

1 x-------------------------------------------
sin(1T/2a)(w 1T - tJ; + iE) sin(1T/2a)(w -1T + tJ;+ it} 

This displacementofthe poles,however, has destroyed 
the symmetry which made the incoming cylindrical 
wave zero. We compute this incoming cylindrical 
wave in a consistent approximation for small E and 
find 

f- sin(1Tw/a) ) 

\[COS(1Tw/a) - Cos(1TtJ;/a)J2 + (1TE/a)2 sin 2(1Tw/a) , 

which approaches o(w - tJ;) (apart from an inessential 
phase factor) as E --' O. 

This procedure works also in general. When we in­
vent a function like 1/1 3 of Sec. V, we also displace the 
poles slightly into the exponential decay region. The 
result is to give us an incoming cylindrical wave 
whose (j dependence approaches a delta function as 

E -7 O. The outgoing amplitude squared is then inter­
preted as the outgoing particle flux given unit inci­
dent flux. 

vn. FORMATION OF THE SCATTERING MATRIX 

Unfortunately our array of amplitudes is not the end 
of the story. There remains a problem which is com­
mon to all three-particle or multichannel problems. 
This array is almost the scattering matrix, but in its 
present form it is not unitary. This absence of uni­
tary is due to the ability of the system to change 
channels during the course of an interaction. 

We will not reproduce here the arguments which tell 
one how to calculate properly the scattering matrix, 
but we will simply indicate how the arguments are 
made, 

The problem is to connect the time independent re­
sults, which are the amplitudes in the array A, with 
a wavepacket outlook. One way to do this is to calcu­
late the scattering, rearrangement, and breakup of 
wavepackets originating in the various channels,using 
wavepackets which are very sharp in momentum 
space and are very wide in configuration space. The 
time dependent theory of such wavepackets involves 
only time-independent amplitudes plus certain kine­
matical factors. One insists that probability be con­
served in these wavepackets and that scattering be 
linear in the sense that amplitudes for distinct pro­
cesses add. 

A typical relation obtained by this prescription would 
be 

(
k2 + h 2) lit g2 ) 1/2 

1 = IA(010)12 + IA(aI0)12 
h2 k2 + g2 

+ lJIA(010)1 2d8. ( 

g2 ) 1/2 ex. 

k2 + g2 1T 0 

This relation would arise when one guarantees uni­
tarity of an amplitude which contains only incoming 
bound waves along (} = O. Guaranteeing that unitarity 
is maintained between a sum of wavepacket solutions 
which involve both an incoming wave along 8 = 0 and 
one along e = a produces a similar relation for the 
corresponding amplitudes conditional on e = a. In 
addition a second type of result is obtained: 

(k2 + g2\ 112 
O=A(OIO)A*(Ola\ g2 / +A(aIO)A*(ala) 

(
k2 + h 2) 1/2 1. 

x + -Jet A(810)A*«(}la)de. 
h2 1T 0 

If we systematically cover all of the possibilities, we 
find that the array A is unitarized by similarity trans­
forming with a diagonal matrix of the form 

D(OIO) = [g2(k2 + g2)]1/4, 

D(ala) = [h 2(k 2 + h2))1/4, 

D(e I e) = ..fi. 

The scattering matrix is 
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A(O 10) A(aIO) ( 
g2 ) 1/4 (k2 + h 2 ) 1/4 1 ( g2 ) 114 

k 2 + g 2 h2 ..fii k2 + g2 
A(alo) 

s = DAD-1 ( 
2 h

2 
2) V4 f.k

2 
: g2\114 A(O I a) A(al a) ~ ( h

2 
\ 1/4 

k + h \ g / vrr k 2 + h 2) 
A(a I a) 

c-(k
2 

+ g2) 1/4 I ~ (k2 + h 2
) 114 vrr 2 A(a 1/1) v.rr A(all/l) A(all/l) 

g h2 

This matrix is not quite what one would ordinarily 
call the S matrix. One can see this by interpreting 
the diagonal elements of this matrix. A diagonal ele­
ment of this matrix tells the amplitude for an incom­
ing wave to go out along the same direction, that is, 
the amplitude that all three-particle momenta and 
the order of the particles along the line remain the 
same. One would ordinarily want the diagonal ele­
ments of the S matrix to give the amplitude that a 
particle which came in at a went out at rr + a, or the 
amplitude that all particle momenta remain the same, 
but that the order along the line is reversed. For 
impenetrable particles this type of S matrix would 
have zero diagonal elements; thus we find it more 
convenient to use the first type. 

One knows from the usual general considerations of 
hermiticity of the Hamiltonian operator that unitarity 
is guaranteed, but it is not obvious that the amplitudes 
constructed from the difference equations have this 
property. We have put the proof of the difference 
equation unitarity in the Appendix. 

The authors wish to emphasize that this unitary form 
for the scattering matrix may be manipulated in the 
usual way. Unitary changes of basis are quite accept­
able and are equivalent re-expressions of this matrix 
even though such changes of basis mean a coherent 
mixing of channel states. Many of the standard refer­
ences give the impression that this "major channel" 
basis is preferred, and that one must be particularly 
careful about transforming to some other basis which 
coherently mixes channel states. All of the care 
which need be taken has been taken by writing the 
matrix in unitary form. 

VIll. PROBABILITIES AND PARTICLE FLUXES 

We have given a complete prescription for the cal­
culation of the elements of the scattering matrix. 
The absolute squares of these matrix elements are 
to be interpreted as a probability flux, that is, the 
number of events per second, given one event per 
second in the initial state. 

In this section we will compute the absolute squares 
of the matrix elements of the previous section. We 
do this because the squares of the matrix elements 
are very much simpler functions than are the matriX 
elements themselves. 

Let us calculate the probabilities associated with the 
first row of our scattering matrix. In this case there 
is no distinction between a probability of an event 
and the flux associated with that event since the in­
coming wave is bound in the channel. In terms of the 
solution to the difference equations the probabilities 
are 

P(OIO) = IA(010)12 
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= I GO(iJ3)l/Il(if3) 12/1 Ho(rr + i{3)iii1(rr + iJ3) /2, 

pea I 0) = IA(a 10) 12 tan(i{3)/tan(iy) 

= [tan(ij3)/tan(iy)] IH o( - a + iy) 

x 1/11( - a + iy) 12/1 Ho(rr + i(3)iii 1 (rr + i(3)12, 

p(BIO) = [tan(i{3)/rri]) A(B/0)2 

where 

= ltan(i{3/rri] I GO(B)1/I1(B) + fio( - B) 

x l/J1( - a) 12/IHo(rr + ij3)ijil(rr+ ij3)) 2 

= [tan(i{3)/rri] I Co(a) 1211/11 (B) - Q(B) 

x 1/1 1 ( - B) 12/ I H o(rr + i(3)iji 1 (rr + i{3) 12, 

Q(B) is a function with period 2a, by the results of 
Sec. III. 

We appeal to our explicit representations for Go and 
Ho to find the functions Go *Go,Ho *Ho, and Q. Note that 

f*(w,{3)f(w,{3) =f(w,- (3)f(w,(3) = 1, 

and from this it follows that 

Go*(W)Go(W) = Ho*(w)Ho(w) 

= sin(rr/2a)(w - rr - i(3) sin(rr/2a)(w - rr + i{3) 

xsin(rr/2a)(w - rr - a- iy) 

x sin(rr/2a)(w - rr - a + iy). 

Calculation of the function Q is straightforward and 
yields 

sin(1T/2a)(w - i(3) sin(rr/2a)(w + rr + i(3) 
Q = ---~-~-~-~--...:­

sin(rr/2a)(w + i(3) sin(rr/2a)(w + a + iy) 

sin(rr/2a)(w + a - iy)sin(rr/2a)(w + rr + a + iy) 
x . 

sin(rr/2a)(w - rr - i(3)sin(rr/2a)(w - rr + a + iy) 

We may also calculate I Go(i{3) 12 in terms of these 
functions: 

I Go(i{3) 12 = [lim (w - i(3)Go(w))[ ",lim. (s + i(3)Go *(s*)). 
W-tS s -+ -tB 

Let s * = - w, and then 

Using the difference equations and the symmetry 
relation between Go and Ho we obtain 

I Go(i{3) 12 = Ibn (w - i(3) 2X*(w)Go(w)G o *(2rr + w). 
w-+tB 

Evaluating the results of the function X* explicitly, 
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we have x Ho(w)Ho *(w). 

Similarly 

Thus all of the squares of the elements of this row of 
our scattering matrix may be found in terms of the 
known functions 1/11' Go *Go, and Q. The correspond­
ing statement is true as well for the other rows. 
After some tedious calculation we find IRo( - a + iy)\2 = 2 tan~ lim. (w + a- iy)Q*(w) 

w-+-ct+t'Y 

sin 2(17i/3/a) cos(17/2a)[17 + i(/3 - 1')] cos(17/2a)(17- i(/3 - 1')] 

P(O\ 0) = COs2(17i/a}(/3 _ 1') sin(17/2a)(2i/3 - 17) sin{17/2a)(2i/3 + 17) , 

sin(1T 2/2a) sin(17iy/a) sin(17i/3/a) 
P(a! 0) = - ----------.-.:..---------­

COS 2(17i/2a)(y- i3) cos(1T/2a)[lT + i({3 + 1')] cos(1T/2a)[17 - i(/3 + 1')]' 

i sin2(172/2a) sin2(17e/a) cos(17i/2a)({3 + 1'» cos(17/2a)(1T - i({3 - 1'» sin(1Ti/3/a) 
p(e\ 0) = - - -----------,---------------

4a cos(17i/2a)({3 - y)D(e, ii3)B(e) , 

P(Ola) = P(aIO), 

sin2(17iy/a) cos(17/2a)[1T + i(y - 13)] cos{17/2a)[17 - i(y - (3)] 
P(ala) = > 

COS 2(17i/2a)(J3 - 1') sin(1T/2a)(rr + 2iy) sin (17/2a(2iy -17) 

p(el a) 
sin2(172/2a) sin2(17e/a) cos(17i/2a)({3 + 1') cos(17/2a)[17 + i(y - 13)] cos(17/2a)[17 - i(y - J3)] sin(17iy/a) 

4a cos(17i/2a)(y - J3)D(a- e, iy)B(e) 

P(0!1/I) = p(1/I10), 

P(aI1/l) = P(1/I! a), 

1 17e 171/1 [ 172 rre 171/1 lT2 (17e 171/1) p(e!1/I) = -- sin2 - sin 2- sin- cos- cos- + sin - cos - + cos-
(16a) 2 a a a a a 2a a a 

x cos- (17 + 2iy) + cos- (IT + 2il3) + % sin- 1 - cos- - 2 cos- (17 + 2iy) cos- (17 + 2if3) ( 17 17) 17
2 

( 17
2 

17 17 ~] 
2a 2a a a 2a 2a 

where 

D(e,1/I) = sin(17/2a)(e + IT + tV) sin(17/2a)(e + 1T -1/1) sin(17/2a)(e - 17 + 1/1) sin(1T/2a)(e - 17 -1/1), 

B(e) = sin(17/2a)(e + ii3) sin(17/2a)(e - if3) cos(17/2a)(e + iy) cos(1T/2a)(e - iy). 

Many interesting properties of the solutions in this 
three-particle problem can be obtained by looking at 
the structure of these probabilities as analytic func­
tions. 

First we see that there is a particular value of three­
particle energy for which the probability P(al 0) be­
comes infinite. That value of three-particle energy 
occurs when the factor cos(1T/2a)[1T - (13 + 1')] vani­
shes in the denominator. This signals the presence of 
a three-particle bound state when 

i ({3 + 1') = 17 - a 

and hence 

sini{3 cosiy + cosi{3 siniy = + sina 

or 

ig (1 + g2 ) 112 ill (1 + h2)1!2 . - +- --- =Slna. 
k k 2 k k 2 

The solutions to this equation give the binding energy 
which can only be satisfied when k is pure imaginary. 

A second class of interesting results may be seen by 
looking at probabilities such as P( e I 0). Here the 
function D(e, ii3), which accounts for the three-particle 
kinematic Singularities (i.e., those of Rubin, Sugar, 
and Tiktopolis) appears as a factor in the denominator. 
As the energy gets large, {3 and I' become small, push­
ing these poles near to the real axis. This causes 
very large probabilities for certain preferred parti­
cle momenta in the outgoing state. These preferred 
momenta are just the ones which would be obtained 
if one calculated the result of a sequence of kinemati­
cally possible collisions between three particles 
where two of the three particles (i.e., the two in the 
initial bound state) are nearly at rest with respect to 
one another. 

Of course, the function P(1/I1 e) has the same sort of 
kinematic singularity behaviour as the particular 
case of Sec. VI, and the problems are kinematically 
identical. The function B(e) has singularities for com­
plex values of e also, but at high energy those singu­
larities will not be felt because they approach the 
real ones at a pOint where the scattering probability 
is zero (Le., the directions 1/1 = 0,1/1 = a). 
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IX. CALCULATION OF REARRANGEMENT PRO­
BABIIJTIES BELOW THE THREE-PARTICLE 
BREAKUP THRESHOLD 

If the energy is less than zero, no three-particle 
breakup can occur, that is, there must be at least one 
bound pair of particles in both the initial and final 
states. Below this threshold we must recalculate the 
rearrangement probabilities. One might think that 
these probabilities are analytic continuations of the 
corresponding probabilities above threshold, but we 
shall see that this is not the case. 

When we calculated probabilities in the previous sec­
tion we made use of the theorem 

G*(W)G(W) = G*(w + 2a)G(w + 2a), 

which assumed that the parameters (3 and y were real. 
For k 2 less than zero we define X to be a positive real 
number such that 

k = tA. 
Since 

sini(3 = ig/k = g/A, 

we see that {3 must be complex, which invalidates the 
theorem, since under these conditions G and C* 
satisfy the same difference equation. We shall choose 

which implies 

coshv = g/X, 
and 

v = In[g/X + (g2/X2 - 1)1/2] 

Thus v tends to zero at the two-particle g channel 
bound state threshold and tends to infinity at the 
three-particle breakup threshold. 

Similarly, we let 

iy = ~lT + it, cosht = h/A, 

t = In[h/X + h 2/>..2 - 1)1/2]. 

In this energy domain we must have no contribution 
from the steepest descent point at w = IT because such 
a contribution would lead to an exponentially increas­
ing wavefunction at infinity. Thus we must maintain 
the relation between G and H: 

G(lT + w) = H(lT - w). 

There will be two solutions in this domain and we 
shall label these solutions in the same way as in Sec. 
VI. Of course, we need not worry about amplitudes 
like A(al 0) because these are amplitudes for expon­
entially decaying waves at infinity and hence do not 
contribute to the asymptotic probabilities. 

Substituting the above expressions for (3 and 'Y into the 
appropriate amplitude expressions gives 

A(OIO) = Go(~lT + iv)1ftl(~ + iv)/Ho(h + iv)Wl(!lT + iv), 

A{o:IO) = Ho( - a + ilT + it)1ft l< - 0: +!1T + it)/Ho(~1T 
+ iv)Wl<h + iv), 

A(OI a) = Go(~lT + iV)1ft2(~1T + iv)/ GoGlT + 0: + it)W 2 
x (~1T + a + it), 
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A(a I 0:) = .iiO(~1T - a + il)1ft2!1T - a + it)/ Go(h + a 

+ it)i{i2(%1T + a + it). 

As before, the probabilities are the absolute squares 
of these amplitudes multiplied by a kinematical fac­
tor. We also substitute the expressions for (3 and 'Y 
into these kinematical factors and obtain 

p(olo) == IA(O\0)12, 

P(aIO) = (cotiv/cotit)IA(aI0)12, 

P(al a) = IA(a I a) 1
2, 

P(Ola) == (cotit/cotiv)IA(Ola)1 2• 

From the difference equations we now note that, under 
conditions of negative energy, 

G(W)G*(1T + w) = G(w + 2a)G*(w + 2a + IT). 

We shall express all of our probabilities for negative 
energy in terms. of this periodic function. For exam­
ple, 

I G(!1T + iv) 12 = lim. (w - !IT + iV)G(w) lim. 
w-+1f!2+,v w*->1f!2-zv 

(w * - ~1T + iV)G*(w *), 

and making an appropriate change of variable in each 
limit we obtain 

Using the connection between G and H, we have 

I G(~lT + iv) 12 = li111 (w - iv)2G(~lT + w)H*(h + w). 
w~tV 

Now we use the difference equations to eliminate H: 

I G(~1T + iv)!2 = li111 (w - iv)2X*(~ + w)G(~lT + w) 
1IJ-~tJ 

X G*(1lT + w). 

Extracting the pole in X, we finally obtain 

I G(!1T + iv) 12 = 2 cotiv li111 (w - iv)G(~lT + w) 
W-+IV 

x G*(h + w), 

which achieves the desired objective. By a similar 
process we can express all of the other probabilities 
in terms of this function. 

In a straightforward but tedious way one calculates 
from the gamma function representation of Go(w) 

Go(w)Go *(1T + w) = 
sin(1T/2a)(w + !1T - iv) cos(1T/2a)(w +!IT - it) 

x sin(lT/2a)(w - h - iv) cos(lT/2a)(w - ~1T - it) 

x sin(lT/2a)(w -!IT + iv) cos(lT/2a)(w -!IT + it) 
x sin(lT/2a)(w !IT - iv) cos(lT/2a)(w -!IT - it)]-l. 

The final results for the probabilities are 

P(OIO) = pro: I a) 

cos(lT/2a)[1T + i(v - t)] cos(lT/2a)[1T - i(v - t)] 
=: 

cos(lT/2a)[1T + i(v + t)] cos(1T/2a)[1T - i(v + t)] 
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COS 2(7Ti /2a)(t + v) 
x-------

COS 2(7Ti /2a)( v + t) 

P(ol a) = pea I 0) 
sin2(7T2/2a) sin(7Tit/2a) sin(7Tiv/2a) 

cos 2(rri/2a)(t - v) cos(7T/2a)[7T + i(v + t)] 

x {cos(7T/2a)[7T - i(v + t)]}-l. 

These probability functions have the following proper­
ties: 

(1) their sum is unity; 

(2) if either v or t is zero, then p(OI a) = 0 and 
P(OIO) = 1; 

(3) these functions approach the same value at zero 
energy as do the corresponding functions above 
the three-particle breakup threshold. 

Property (1) simply expresses the fact that only re­
arrangement or recoil is possible below the three­
particle breakup threshold. Property (2) says that 
rearrangement from a channel of greater to a channel 
of lesser binding energy is impossible at the thres­
hold of the lesser binding. Property (3) is a consequ­
ence of the analyticity of the amplitudes. 
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APPENDIX: DEMONSTRATION OF UNIT ARITY 
FROM THE DIFFERENCE EQUATIONS 

The evolution of a time-dependent wavepacket, as 
outlined in Sec. VII, asserts that the following rela­
tion among difference equation solutions must obtain 
in order that probability be conserved: 

_ (k2 + g2) 1/2 _ 
IH(7T + £)3)1 2 g2 + IG(a+ 7T + tyl2 

x + - fa I G(7T + e) + H(7T - e) 12de (
k2 + h11/2 1 

h2 7T 0 

I G(i{3) 12 (k
2

g
: g2) 1/2 + ~ f; I G(e) + H( - e) 12de, 

where the term on the left represents the total incom­
ing probability and the term on the right represents 
total outgoing probabilities for general G and H. 

We demonstrate in this appendix that this relation is 
a consequence of the difference equation and the con­
dition on the allowed poles of G and H. 

J. B.McGuire, J. Math. Phys. 5, 622 (1964). 
W. E. Williams, Proc.Roy. Soc. (London) A252,376 (1959). 

3 H.M.Nussenzveig, Proc.Roy. Soc. (London) A264, 408 (1961). 
4 G.D. Birkhoff, Trans. Amer.Math. Soc. 12, 243 (1911); see also 

First we rewrite the terms involving G and Ii so that 
the kinematical factor does not appear. This is done 
in the same way as in Sec. VIII. This yields 

- 2iG(7T + i)3)H*(7T - i(3) - 2iG(7T + a + iy)H*(7T - a 

- iy) + 1:. fa I G(7T + e) + H(7T - e) 12de 
7T 0 

= - 2iG(i(3)H*( - i(3) - 2i G( - a + iy)H* 

x (- a + iy) + 1:. r IG(e) + H( - e)1 2de. 7T 0 

A series of manipulations of the dummy variable 
allows us to rewrite the integrals on the right as 

fa I G(e) + H( - e)12 
o 

= j~a[G(e)G*(e) + H(e - a)H*(e - a)]de 

+ fa[G(e)H*( - e) + H(e - a)G*(a - e)]de. 
o 

The difference equations tell us that both of the func­
tions appearing under the integral sign are period a. 
We may therefore rewrite the second of these inte­
grals as 

Ja[G( )H*( - e) + H(e - a)G*(a- e)]de = 1 [G(e)H* o c 

x (- e) + H(e - a)G*(a- e)]de. 

If e = x + iy, the contour c runs: 

Path 1: x = 0: y runs from infinity to O. 

Path 2: y = 0: x runs from 0 to a. 

Path 3: x = a: y runs from 0 to infinity. 

Path 4: y = 00: x runs from a to O. 

Path 4 does not contribute because of the bounded­
ness condition on G and H. Path 1 exactly cancels 
Path 3 due to periodicity. 

The pole condition on G and H states in Sec. lIT states 
that the only poles in this region are at the point i(3 
in the function G(e)H*( - e) and at the point iy in the 
function H(e - a)G*(a - 0). These two pole terms 
exactly cancel the residue terms on the right-hand 
side. A similar cancelation occurs on the left-hand 
side. Unitarity is established provided that 

f
o
a[G(7T + e)G*(7T + e) + H(7T + 0 - a)H*(7T + e - a)] 

x de =Ja[G(O)G*(e + a)H*(e - a)]de, 
o 

which is manifestly true since the functions in the in­
tegral are period a. 

N.E. Ntirlund, Differenzenrechnung (Springer-Verlag, Berlin, 
1924). 

5 R.Jost,Z.Angew.Math.-Phys.6,316 (1955). 
6 M. Rubin, R. Sugar, and G. Tiktopoulos, Phys.Rev .146,1130 (1966). 
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It is shown that in the finite-dimensional case the extreme points of the convex set of all N - representable 2-
matrices D2 are exposed points and that for the case N = 3 and N = 4 the preimage of an exposed point under 
the contraction map is unique. In addition, the convex structure of both D2 and its associated polar is given in 
the case wqere the I-rank is equal to N + 2. A long list of exposed points of D2 is given which includes all 
previously published examples as well as some new ones. However, this list is shown not to be exhaustive. 

1. INTRODUCTION 
The idea of replacing the wavefunction by the second­
order reduced density matrix in many-particle 
physics, and thereby greatly reducing the dimension­
ality of the problem has intrigued many-particle 
theorists for some time. The problem of giving a 
useful characterization of the set of all ensemble re­
presentable second-order reduced density matrices, 
which we denote by D2(HN) using a notation we intro­
duce in the second section, has been called the N­
representability problem by Coleman. l D2(HN) forms 
a subset of the set of all positive operators with 
trace equal to one on H2, the Hilbert space of all two­
fermion wave functions. It is a convex set and, in ad­
dition, compact in the trace topology. Basically there 
have been two approaches to the N-representability 
problem. Firstly, there has been much work on try­
ing to obtain necessary and sufficient conditions for 
deciding whether a given two-particle operator is a 
member of D2(HN). Such a problem has been solved, 
yielding a very elegant solution,1.2 in the case of 
Dl(HN), the set of all ensemble representable first 
order density matrices. For the second-order denSity 
matrix many necessary conditions are known, but not 
much is known about sufficient conditions except that 
they will be difficult to obtain. However, further study 
of the N - representability conditions will undoubtedly 
lead to useful lower bound methods in many-particle 
physics. 

This paper deals chiefly with a second approach, that 
of listing the extreme points of D2(HN). As D2(HN) is 
a compact convex set, by the Krein-Milman theorem3 

it is the convex closure of its extreme points. Thus 
an enumeration of the extreme pOints of D2(HN) 
would serve to characterize it. In Theorem 7. 3 we 
give a list of some extreme points of D2(HN) which 
includes all previously known examples plus some 
new ones. 

Interest in the extreme points of D2(HN) is justified 
since they can always be used to described the ground 
state of a two-particle operator. In fact, we will see 
in Sec. 3 that the extreme points of D2(HN) are also 
exposed points. If the ground state wave/unction of a 
two-particle operator is nondegenerate, then the cor­
responding density matrix is an exposed point. More­
over, if d E D 2 (H N) is an exposed point, then it will be 
the unique ground state density matrix for some two­
particle operator. The theory is a bit awkward as it 
now stands since we have not excluded (except in the 
case where N = 3 or 4) the possibility that an ex­
posed point of D2(HN) corresponds to two or more 
orthogonal ground state wavefunctions. If such were 
the case, this degeneracy, occurring with the wave­
function, could not be removed by any two-particle 
operator. There is no such problem with Dl(HN). 
There, all of the exposed points are covered by unique 
ground state wavefunctions (up to an arbitrary phase 
factor). Moreover, we know that if the ground state of 

anyone-particle operator is nondegenerate then it 
must correspond to a Slater determinant. Requiring 
that an element d E Dl (H N) be an exposed point 
places severe restrictions on it. The exposed points 
of Dl(HN) are merely the one-densities correspond­
ing to arbitrary Slater determinants. Presumably a 
similar situation holds in the case of D2 (H N), and the 
exposed points there form a very restricted subset 
of D2(HN). More details about the connection between 
the ground states of two-particle operators and the 
exposed points of D2 (H N) are contained in the next 
section. 

Many of our results are stated for DP(HN), the set of 
all N-representable pth-order reduced density mat­
rices, where p is arbitrary. In most situations we 
deal with the finite-dimensional case, that is, when 
dimH l (the dimension of the space of all one­
particle functions), dimH2 , ••• , dimH N are all finite. 
For that reason topological considerations will not 
play an important role. When a result holds in the 
infinite-dimensional case we will draw that to the 
reader's attention. For a discussion of the N - repre­
sentability problem and its associated polar problem 
in the infinite-dimensional case, the reader is refer­
red to Kummer's paper4 in which particular care is 
given to some of the topological problems that arise. 
There it is shown that the infinite-dimensional case 
can be approximated by the finite-dimensional one. 

In Sec. 3 we establish the result that in the finite­
dimensional case all of the extreme points of DP(HN) 
are exposed. 

In Sec. 4 we consider a particle-hole duality which 
will prove to be a useful tool in some of the later sec­
tions. A similar construction was given by Ruskai. 5 

However, our treatment is simpler. In addition, our 
treatment can easily be applied to obtain information 
about the polar. 

In Sec. 5 we give a complete description of the convex 
structure of both DP(HN) and its polar jjP(HN), for 
the case where the dimension of the one-particle 
basis is equal to N + p. Previously, Ruskai has con­
sidered this problem. 5 Some of our results appear in 
her paper. Yoseloff and Kuhn6 have considered a 
special case of this problem. 

In Sec. 6 we obtain the result that in the case where 
the particle number N is 3 or 4, there is a unique 
wavefunction'lt (up to an arbitrary phase factor) 
which covers an exposed point of D2(HN). 

In Sec. 7 we give in Theorem 7.3 an extensive list of 
exposed points of D2(HN), many of which are new. All 
previously published examples of exposed points are 
contained in the statement of the theorem. 
In Sec. 8 we give two examples of exposed points 
which are not of the type considered in Sec. 7, thus 
establishing that Theorem 7. 3 does not exhaust the 
exposed points of D2(HN). 

J. Math. Phys .• Vol. 13. No. 10, October 1972 1608 
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2. SOME PREI.JMINARY DEFINITIONS 

If lJI is a normalized antisymmetric N -particle wave­
function, then its p-density DP(lJI) is a member of 
L (HP), the bounded linear operators on HP. Here HP de­
notes the physically relevant antisymmetric subspace 
of the p-fold tensor product of some Hilbert space Hl 
with itself p times. The superscripts denote the par­
ticle number. DP(lJI) may be represented as an inte­
gral operator, whose kernel is given by 

DP(lJI)(12'" P \1 '2"" Pi) 

= 1 \f(12' .. N)lJI(l'" • pip + 1" . N) 
p+l"'N 

= I>f af(12'" p)af(1 12 1 
••• Pi), 

where the Af are the eigenvalues and the af the 
eigenfunctions of DP(lJI). The corresponding N­
density DN(iJr) E L(HN) is merely the projector onto 
lJI. 

With a few exceptions all of the results of this paper 
deal with the case where HI is finite-dimensional 
(much of Sec. 6 and 7 apply to the infinite-dimensional 
case; Proposition 7.2 deals exclusively with the in­
finite-dimensional case). We, therefore, make the as­
sumption, that unless stated otherwise,Hl is finite­
dimensional. As was mentioned in the introduction, 
Kummer 4 has shown that the infinite-dimensional 
case can be approximated by the finite-dimensional 
one. 

We denote by DP(HN) the set of ensemble N-repre­
sentable p densities. DP(HN) is given by CONY 
{DP(lJI) \lJI E H N}, where CONY denotes the convex 
closure. The closure may be taken in the topology 
determined by the trace. If V is a subspace of HN, 
then DP(V) denotes the convex set CONV{DP(lJI) \lJI EV}. 
The elements of DP(HN) are positive operators with 
trace equal to one. However, all positive operators of 
trace one are not members of DP(HN). Given the 
trace topology, DP(H N) is a compact convex set. The 
N - representability problem amounts to giving a use­
ful characterization of this convex set. The compact 
convex set DN(HN) consists of all positive operators 
in L(HN) with trace equal to 1. 

The pth-order transition density corresponding to the 
states lJI v lJI z E HN is denoted by DP(lJI 1 , lJIz). It also 
may be represented as an integral operator, the ker­
nel of which is 

DP(lJIl' lJIz)(12"'P \1'2"· 'pl) 

= ~+I"'N\fl(12" 'N)lJI z(l'" 'p'p + l' ··N). 

The linear map L~ : L(HN) --7 L(HP) defined by 
L:: DN (lJI) --7 DP(lJI) and linear extension to all of 
L(HN) is Kummer's contraction map.4 In both L(HN) 
and L (HP) one can introduce a scalar product by 
means of the trace, i.e., for b, dE L(HN), (b, d) H 

Tr(btd). Thus we can define the adjoint of the con­
traction map r~ a map from L(HP) into L(HN), by the 
formula 

We will refer to r: as the expansion map. Kummer4 

has given the following formula for r:: 
r:(b) = AN(b 181 IN-P)AN, b E L(HP), 

where AN is the antisymmetrizer. Possibly a more 
familiar formula for the expansion operator is given 
by 

rN(a t "'at a "'a ) = at"'at at···a. (
N)-l 

P '1 'p 11 Jp P '1 'p J1 Jp' 

(2.1) 

where we have given the action of r: on a single 
basis element of L(HP) and used second quantization 
notation. In order to keep the notation uncluttered we 
have used at ... at a

h 
... ajp to denote both an ele-

ment of L(HP) (left-hand side of the above equality) 
and L(HN) (right-hand side). A similar formula can 
be given for the contraction operator for certain 
special elements of L(HN): 

LP(a. "·a. at '''at ) 
N '1 'p 11 Jp 

= (r- p) (r-p)-l a. "·a. at '''at (2.2) 
N N '1 'p J1 Jp' 

where r denotes the dimension of HI. This formula 
can be derived by using (2. 1) and the fact that L: and r: are adjoint to one another. For the case p = 2 
we can establish this result by showing that if one 
chooses K equal to (ri?)(rz2)-1 then 
TrN (r~(b)taiajaZaJ) = K Tr2(b t aiaj a1aJ) holds for 
all b E L(H2). Tr2 denotes the trace inH2 and TrN 
the trace in H N. But this formula will hold for all b 
if it holds for the basis elements a!a; all aa of L(H2). 
We must show that 

(~) -1 TrN(a~a~ ar aba i ajat an 
::= K Tr2(a~alar a/iaiajatan 

for all a, (3, y, B. We note that both sides are nonzero 
only if a ;" (3 and k ;t. 1. Also both sides will be non­
zero only if the index set {y, 15, i,j} is equal to 
{o, (3, k, I}. Thus the formula will hold if 

(~tlTrN(a~aaa~ a8 akat alaj) 

::= K Trz(a~aaa~ all akata,ap 

a ;t. {3, k;" 1. But both sides will be nonzero only if 
Q, {3 ;" k, 1. Thus for the nonzero case all indices 
must be different. But then 

T ( t t t t) (r - 4) rNa a a a all a B a k a k a La I ::= ,N _ 2 

and Tr2(a~aaal as akatalaj) ::= 1. Thus K ::= 

(~'-lCN-~) = (r;;2)(Y:?)-1 and formula (2b) holds. 

We define a p-particle operator on HN to be any ele­
ment of L(HN) which can be expressed as a lineitr 
combination of operators of the form ar ... aJ aJ' ••• 

1 P 1 
a. where we have p annihilators followed by p crea-

Jp 
tors. Thus our p-particle operators contain all 
operators which are normally referred to as con­
stants, one, two, ... ,p-particle operators. For ex­
ample, the constants can be written as p-particle 
operators since (Np) ::= 6· < •. c at ... at a . .. , a .• 

'I 'p '1 'p 'p '1 

Formula (2b) tells us how Lt acts on p-particle 
operators in L(HN). From formula (2.1) it is clear 
that r/ is an injection of L(HP) onto the set of all p-
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particle operators in L(HN). We will show later 
(Proposition 4.1) that the kernel of the contraction 
operator Lt consists of all elements of L(HN) which 
are orthogonal to the set of all p-particle operators 
in L(HN), where by "orthogonal" we mean, orthogonal 
with respect to the trace scalar product. Thus formu­
la (2b) tells us how the contraction map behaves on 
the orthogonal complement of its kernel. 

A useful notion in the theory of convex sets is that of 
the polar. Our definition of the polar of DP(HN) is 

DP(lIN) = {b I Tr(btd) :::: 0, Vd E DP(lIN), 

Tr(rf(b)trf(b»1/2 = 1}. 

Note the normalization condition which is included in 
this definition. In some circumstances we will find it 
more convenient to talk about the polar cone, which 
we denote by CONEDP(HN). It is the cone generated 
by DP(HN). Both DP(HN) and CONEDP(HN) are convex 
sets; DP (H N) is compact. A useful characterization of 
DP(H N) is that it consists of all elements bEL (H P) 
such that (i) rf(b):::: 0 and (ii) Tr(rf(b)trf(b»112 = 

1 or, equivalently, DP(HN) = {b I r f(b) E DN (lIN)}. In­
terest in the polar arises from the fact that if we 
take the polar of DP(HN) we get back DP(HN): 

DP(HN) = DP(HN) = {d I Tr(dtb) :::: 0, Vb E DP(lIN), 

Tr(d t d)1I2 == 1}. 

This is an application of the bipolar theorem. 3 The 
extreme points of DP(HN) form a complete set of N­
representability conditions as has been noted by 
several authors. 4, 7 

Some special subsets of both DP(HN) and fjP(HN) will 
play an important role. An extreme point d of DP(HN) 
is one which is not interior to a line segment con­
tained in DP(HN), i.e., if d = ta + (1 - t)b, a, b E 

DP(HN), O < t < 1, then necessarily a == b = d. An ex­
treme subset D of DP(HN) is one such that if dE D, 
d = ta + (1 - t)b, a, b E DP(H N), 0 < t < 1, then it 
follows that a, bED. Extreme subsets are convex 
sets. Each element b E fjp(HN) determines a hyper­
plane {d IdE L(HP), Tr(btd) = O}. If the intersection 
of this hyperplane with DP(H N) is nonempty then it is 
an exposed subset of DP(HN). If the intersection con­
sists of a single point it is called an exposed point. 
The element b is called an exposing operator. Ex­
posed subsets are convex. 

It is the exposed subsets of DP(HN) which are readily 
liiven a physical interpretation. Suppose that b (G) E 

DP(HN) and that the kernel of rf(b(G» is the sub­
space G C HN. Then DP(G) is an exposed subset of 
DP(HN) since Tr(b(G)tDP('i'» = Tr(rf(b(G)PDN('i'» == 
o if and only if'i' E G. Moreover, all exposed subsets 
of DP(lIN) are related to subspaces that belong to the 
lowest eigenvalue of some p-particle operator in this 
way. The notions extreme and exposed are general 
and apply to any convex set. Exposed subsets are 
necessarily extreme subsets, and exposed points are 
necessarily extreme points. However it is not true, 
in general, that extreme subsets are exposed or, in 
particular, that extreme points are exposed points. 
We will denote the extreme pOints of DP(HN) by EXT 
DP(HN) and the exposed points by EXP DP(HN). 

If {a i } is the set of annihilators for some arbitrary 
choice of the one-particle basis set we can form the 
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pair annihilation operators {a i} where a i = a2 i-1 a2i . 
We denote by aN on the linear subspace of H N" all of 
whose elements are of the form <lit I 0), where <II is a 
homogeneous polynomial of order N/2 in the a i • We 
call aN a paired subspace of HN. There are, of 
course, many paired subspaces of H N ; one for each 
choice of pairing. All AGP (antisymmetrized geminal 
power) or projected BCS wavefunctions are elements 
of some paired subspace. Moreover, D2(aN) = 
CONV{ D2(¢) I ¢ E aN} is an exposed subset of 
D2(HN). One can easily verify this by observing that 
the operator 1 - (2/N) ~ at ai is (i) positive semi­
definite on H N and (ii) has a kernel equal to aN. The 
characterization of the exposed subset D2(aN) of 
D2 (H N) is an interesting subproblem of the N-repre­
sentability problem which should be easier. There is 
some similarity with the problem of the characteriza­
tion of D1(HN). The occupation number of the pair a

i 
may not exceed 1. However the ai commute with one 
another rather than antic om mute. 

We illustrate some of the ideas of this section with 
the simple example of DN(HN). As was remarked 
above, DN (H N) is the set of all positive operators 
with tr1l-ce equal to 1. One may easily check that the 
polar DN(HN) is equal to DN(HN). The extreme 
points of DN(HN) are merely all projectors onto one­
dimensional subspaces of H N. But these projectors 
are also exposed pOints of DN (lI N). If P E DN (H N) is 
a projector onto a one-dimensional subspace, then an 
exposing operator b E fjN (HN) for P is given by b = 
[(~) - 1 ]-1 (/ - P), where / is the identity operator 
and r is the dimension of HI. The factor [(~) - 1 ]-1 
is included so that T r( b t b) 112 = 1. So in this special 
case EXTDN(HN) = EXPDN(HN) and fjN(HN) = 
DN (H N). In the next section we will show that 
EXTDP(HN) == EXPDP(HN) in the finite-dimensional 
case. 

3. INFINITE DIMENSIONS EXPDP(HN) == EXTDP(HN) 

In general, the extreme points of a compact convex 
set are not exposed points. However, in this section 
we show that if the dimension of HI is finite, then the 
extreme points of DP(HN) are exposed points. This is 
important since, as we have seen above, it is the ex­
posed subsets of DP(HN) and, in particular, the ex­
posed points of DP(H N) which are physically inter­
pretable. The exposed points of DP(HN) are all of the 
form DP(C) where DP(G) consists of a single point 
and G is the linear space corresponding to the lowest 
eigenvalue of some p-particle operator. We are thus 
led to a new characterization of the extreme points of 
DP(HN). The extreme points of DP(HN) are precisely 
those pOints which are covered by the state cp, or in 
the case of degeneracy, the linear space G, corres­
ponding to the lowest eigenvalue of some p-particle 
operator. In the degenerate case, all elements ¢ of G 
must yield the same p-density. The question of 
whether G is always one-dimensional is taken up in 
Sec.6. In the infinite-dimensional case we have no 
such result. It is not known, in general, whether a 
similar result holds for fjP(HN) in either the finite­
or infinite-dimensional case. However, in Theorem 
5.1 we establish that the extreme points of fjP(HN) 
are exposed points for the special case where the 
dimension of H1 is equal to N + p. 

Let A C Bee be compact, convex sets. From the 
definition of an extreme subset we can easily show 
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that if A is extreme in B and B is extreme in C, then 
A is extreme in C. If instead of extreme we say that 
A is an exposed subset of B and B is an exposed sub­
set of C, then, in general, it does not follow that A is 
exposed in C. However, with DP(HN) in the finite­
dimensional case such a result holds. 

Let DP(G) C DP(HN) be an exposed subset and beG) E 
CONEDP(HN) be an operator which exposes DP(G). 
We have labeled both the exposed subset and the ex­
posing operator by G C H N , the kernel of the expand­
ed operator rt (b(G». The relationship between G, 
DP(G), and beG) is given by the following set of equali­
ties: 

DP(G) = {do I do E DP(HN), Tr(b(G)tdo) = O} 

= {Lt(d) IdE DN(HN), Tr(rf{b(G))td) = O} 

= CONV{DP(W) I W E G == kernel of rf(b(G)}. 

Lemma 3.1: Let Hl be finite dimensional. Then 
if DP(Go) is an exposed subset of DP(HN) and DP(G l ) 
is an exposed subset of DP(G o)' then DP(G l ) is an ex­
posed subset of DP(HN). 

Proof: Let b(Go) E CONE DP(HN) be _an exposing 
operator for DP(Go)' and b(Gl ) E CONEDP(G o) be an 
exposing operator for DP(Gl ). Note that Gl C Go C 

HN and that rf(b(Gl ) I Go 2: 0 but that rf(b(Gl )) 
need not be positive and thus b(G l ) may not be con­
tained in CONEDP(HN). We now show that one can 
choose_a t 2: 0 such that b = tb(Go) + b(Gl ) E 

CONE DP(HN), i.e., rf(b) 2: 0 and Tr(btd) = O,d E 
DP(HN) implies that d E DP(G l ), thus establishing that 
DP(Gl ) is an exposed subset of DP(HN). This is 
equivalent to showing that a t can be chosen such that 
the kernel of rf(b) is precisely Gl and rf(b) re­
stricted to Gt is strictly positive. Clearly Gl lies in 
the kernel of r f (b), and we need only look at r f (b) 
on Gt. 

Gt can be written as Gt = G 6 EEl (Go n Gt). Let A = 
{cplcp E G6, IIcp II = I} and B = {e leE Go n Gt ,II e II == 
I}. Then define 

A = inf (cp Irf(b(Go)cp), 
¢EA 

Al = inf(elrf(b(Gl))e), 
8EB 

a == inf(cplrf(b(Gl))cp), 
</lEA 

13= sup (cplr.f(b(Gl))e). 
</lEA,8EB 

It follows from finite dimensionality that A and Al are 
strictly greater than zero. Any W E Gt can be writ­
ten as W = v cp + we, cp E A, e E B. Then 
(wi rf(b)w) = (wi rt'{tb(Go) + b(Gl»w) = 

Iv I2 (cplrf(tb(Go) + b(Gl»cp> + IwI 2(elrt'{b(G l ))e) + 
vw(cp Irf(b(G1»e) + wv(elrf(b(Gl)cp) 2: 

I v 12(0! + tAl + Iw 12Al - 21 vllw 113. This last quantity 
will be strictly greater than zero if (O! + tA)Al - /32 > 
O. But clearly t can be chosen to satisfy this in­
equality since A, Al > O. 

We remark that finite dimensionality was used only 
to establish that zero is an isolated point in the spec­
trum of both r f {b (G 0)) and r f (b (Gl » I G 0' thus allow­
ingus to concludethatA andA 1 are strictly positive. We 

may substitute this weaker hypothesis in the state­
ment of Lemma 3. 1. 

Theorem 3.1: Let HI be finite dimensional. The 
extreme pOints of DP(HN) are exposed. 

In order to prove this result we make use of the fact 
that all boundary points of DP(HN) lir in some ex­
posed subset of DP(HN). This follows directly from 
the basic properties of compact, convex sets. S 

Proof: Suppose that d is extreme in DP(HN). Then 
by the above result on boundary points d is contained 
in some exposed subset DP(G o) of DP(HN). Also d is 
extreme in DP(G o)' By again applying the result on 
boundary points, d belongs to an exposed subset of 
DP(G o) which we denote by DP(G I ). But by Lemma 3.1, 
DP(G I ) is exposed in DP(HN). The dimension of DP(G I ) 
is strictly less than that of DP(G 0) which is strictly 
less than that of DP(HN). We can continue this argu­
ment, constructing a sequence of exposed subsets 
DP(Gi ), i == 0,1, ... ,m,of decreasing dimensionality 
such that DP(HN) ~ DP(G o) ~ DP(G l ) ~ ... ~ DP(Gm ), 

all of which contain d. But by hypothesis HI and, there­
fore, DP(H N) is finite dimensional, and thus the con­
struction must stop with an exposed subset DP(Gm ), 

containing d, which consists of a single point, Le., the 
point d. 

Theorem 3.2: In the finite-dimensional case all 
of the extreme points of DP(HN) are of the form 
DP(G) where DP(G) consists of a single point, and G is 
the linear space corresponding to the lowest eigen­
value of some p-particle operator. 

In passing we remark that in all known cases G con­
sists of a single element (up to an arbitrary phase 
factor) of HN. Thus these extreme points are cover­
ed by the unique ground state of a p-particle opera­
tor. It is a conjecture of Sec. 6 that this holds in 
general. If this were true then the extreme points of 
DP(HN) would all be covered by elements w E HN 
which are nondegenerate ground states of some p­
particle operator. 

4. PARTICLE-HOLE DUALITY 

In the case where r, the one-rank, is finite, one can 
convert the problem of the characterization of 
DP(HN) and jjP(HN) into the equivalent problem of the 
characterization of DP(Hr-N) and DP(Hr-N). For ex­
ample, the problem of the enumeration of the extreme 
points of DP(HN) and DP(HN) is equivalent to the enu-
1Eeration of the extreme points of DP(Hr-N) and 
DP(Hr-N). Physically, we can think of this equiValent 
problem as a description of the original system in 
terms of holes rather than particles. As we shall see 
in the next section this can lead to considerable sim­
plifications in the case where r = N + p. The equiva­
lence is established by constructing two invertiBle 
linear maps t:. and n from L(l{P) onto L(HP2 such that 
t:.(DP(Hr-N» = DPfllN) and n(DP(Hr-N» = DP(HN). 
But, as we are dealing with finite-dimensional spaces, 
both n and t:. are homeomorphisms. Therefore, t:. 
and n preserve both the topological and the linear 
properties of subsets of L(HP). Thus t:. maps the ex­
treme (exposed) points of DP(Hr-N) onto the extreme 
(exposed) points of DP(HN). A similar statement 
holds for n. Using the result of the preceding sec­
tion that the extreme points of DP(HN) are also ex­
posed points, we have 
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EXTDP(HN) = EXPDP(HN) = ~(EXTDP(Hr-N» 
= ~ (EXPDP(Hr-N» 

and 
EXTDP(HN) = II (EXTDP(Hr-N», 

EXPDP(HN) = II (EXPDP(Hr-N». 

Without supplying all the arguments derived from the 
linearity of ~ and II required to establish this im­
portant set of equalities, we will show how the lineari­
ty of ~ forces the fact that EXTDP(HN) = 
~(EXTDP(HN» given ~(DP(Hr-N» = DP(HN) and the 
invertibility of ~. 
Let do be an extreme point of DP(Hr-N). We will 
show that d1 = ~ (do) is an extreme point of DP(HN). 
Let d1 = fa + (1- t)b, a,b E DP(HN), and 0 < t < 1; 
then do = ~-1(d1) = t~-l(a) + (1 - t)~-l(b) and 
~-l(a) = ~-l(b) = do since do is extreme. Thus a = 
b = d1 • By precisely the same argument it can be 
established that extreme points of DP,(H N) are map­
ped by ~-1 into extreme points of DP(Hr-N). 

Before constructing the maps ~ and II we need to 
establish some properties of the contraction and ex­
pansion maps Lt and r:. Recall from Sec. 2 that r t 
is one-to-one onto the set of all p-particle operators 
in L(HN). 

Proposition 4.1: Let K be the kernel of Lt. 
(a) K J. is the set of all p-particle operators. 
(b) rf is one-to-one from L(HP) onto K.L. 

(c) Lt I K J. is one-to-one onto L(HP). 

Proof: (a) Let Ko be the set of all p-particle 
operators. If d E K, then 0 = Tr( b 1" LCt (d» = 
Tr(r f( b) 1" d) for all b and, therefore, d E K ti. But if 
dE Kti then for all b E L{HP), 0 = Tr(rf(b)1"d) = 
Tr(b1"Lt(d» and dE K. ThusK = Kti and K.I. = K o' 
(b) rf is one-to-one onto the set of all p-particle 
operators Ko by formula (2.1) of Sec. 2. But by (a) 
Ko =KJ.. 

(c) Lt is one-to-one from the orthogonal comple­
ment of its kernel K J. onto its range. Suppose its 
range Kl is not all of L(HP). But then there would be 
an element b E L(HP) such that b .1 K 1• The 0 = 
Tr(b1"Lt(d» = Tr(r;(b)1"d) for all d. But r; is one­
to-one, and thus rt(b) "" 0, and Tr(rf(b)td) cannot 
equal zero for all d. 

We now construct a one-to-one linear map ~1 from 
L(Hr-N) onto L(HN) which converts particles into 
holes and holes into particles. Let R be the sequence 
(1,2, ... , r). Let I denote some ordered (r - N)­
tuple of indices taken from R, and let I I) denote the 
corresponding Slater determinant. In second quanti­
zation notation, we have II) = aJI 0), where a] = 
TI iEI aT and 10) is the vacuum state. The order of 
the a j in this product is important, and we assume 
that the indices increase from left to right. Denote 
by lIe) the N-particle state ajlR) where a j := TI lEj 

aiand I R) (II iER an I 0). The same convention on 
ordering in these products is followed as before. The 
map n. 0 defined on the r - N particle states II )by 
~o II> = IIC) can be extended linearly to all of Hr-N • 
The action of ~o on an arbitrary element of Hr-N is 
given by 
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~o is a bijection of Hr-N onto HN. It also preserves 
the scalar product. The linear map ~1: L(Hr-N) -? 

L (H N) defined by b -? ~ob ~(} is a bij ection of L (W -N) 
onto L(H N). More explicitly, if I and J are (r - N)­
tuples of indices, 

(4.1) 

The action of ~1 on an arbitrary element of L(Hr-N) 
can be computed using (4.1) and linearity. £\1 merely 
turns annihilators into creators and creators into an­
nihilators. 

LetKo be the kernel of L!-N and K1 the kernel of Lt. 
Then by Proposition 4. 1 K ~ and K t are the set of all 
p-particle operators in L(Hr-N) and L(HN), respec­
tively. 

Proposition 4.2: The linear map ~1: L(Hr-N) -? 

L(HN) 

(a) is a bijection of L(Hr-N) onto L(HN), 

(b) preserves multiplication, i.e., ~l{ab) = ~l(a) 
~1 (b), 

(c) preserves taking adjoints, i.e., ~l(at) = (~l(a»t, 

(d) maps the positive cone of L(Hr-N) onto the posi-
tive cone of L(HN), 

(e) preserves the trace, 

(f) maps Dr-N (Hr-N) onto DN (HN), and 

(g) maps Ko onto K1 and Kt onto Kt. 

Proof: (a) This follows from the discussion pre­
ceding the proposition. 

(b) ~l(ab) = ~o(ab)~ol = ~Oa~(-}~ob~(l 
= ~l(a)~l(b). 

(c) Let a E L(Hr-N), cp, e E HN. Then (cpl ~l(a)e) = 
(cpl~oa~ole) = (~(lcpla~o19) = (at~olcpl£\ole) = 

(~oa1" ~ol cp I e) = (~1 (a1")cp Ie>. 
(d) Any positive operator a in L(H r-N) can be factor­
ed as a = b1"b. But by (b) and (c) ~l(b1"b) = ~l(b1") 
~1(b) = (~l(b)P~l(b). 
(e) Tr(b} = Lj(II b1) = L(~oII ~Ob£\Ol£\(}£\oI) = 
L (Ie I ~1 (b )Ie) = Tr(~l (b», since £\0 preserves the 
scalar product. 

(f) This follows from (d) and (e). 

(g) The fact that £\1 (K t) = K t follows directly from 
formula (4.1). But since ~1 preserves the trace, it 
preserves the trace scalar product and, therefore, 
maps Ko onto K 1 • 

We are now in a position to define the maps ~ and II. 
As before we let Ko be the kernel of Lt and Kl be 
the kernel of Lt-N' The maps 

and 
PI.J.. P I .J.. 1 ~ (LN Ko ),A1 (L r -N K 1 ,-

II = (r :)-1 ~1 (r ;-N) 

are both well defined since by Proposition 4.1 Lt-NI 
Kt is a bijection of Kt onto L(HP) and rp-N is a bi­
jection from L(HP

) onto K~; Similarly for Lt IK~ and 
rf. Also £\1 maps Kt onto Kt by PropOSition 4.2. 
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Theorem 4.1: (properties of 6. and II). (a) 6. and 
II are bijections of L(HP) onto L(HP). 

(b) If b,d E L(HP) then Tr(btd) = Tr(II(b)t6.(d». 

(c) 6.(DP(Hr-N» = DP(HN), II(DP(Hr-N» = D(HN). 

(d) EXTDP(HN) = EXPDP(HN) = 6.(EXPDP(Hr-N) = 
6.(EXJDP(Hr-N), EXTPP(HN) = II(EXTDP(Hr-N», 
EXPDP(HN) = II(EXPDP(Hr-N». 

Proof: (a) This follows from the discussion im­
mediately preceding the theorem. 

(b) This follows from the trace preserving proper­
ties of 6.1 and the properties of the contraction and 
expansion maps. 

(c) We first show that II(DP(Hr-N) = DP(HN). But 
rp-N(DP(Hr-N» is the set of all positive p-particle 
operators on Hr-N of trace one, and both 6.1 and 6.i1 

preserve positivity and trace and map p-particle 
operators into p-particle operators (Proposition 4.2). 
Thus 6.1 r;-N(DP(Hr-N) is the set of all positive p­
particle operators of trace one on HN. Thus 
II(DP(Hr-N» = DP(HN)..: Let d1 = 6.(do),do EDP(Hr-N), 
and let b1 = II(b o) E DP(Hr-N) be arbitrary. Then by 
(b) and the fact that bo E DP(Hr-N) we have 
Tr(bid1) = Tr(II(b o)t6.(do» = Tr(b6do):::: O. By the 
bipolar theorem,9 and since the contraction map as 
well as 6.1 preserve the trace we have 6.(DP(Hr-N» = 
DP(HN). 

(d) These equalities follow from the discussion at 
the beginning of this paragraph. 

The total preimage of a point do E DP(HN) under the 
contraction mapping is given by {d E DN (H

N 
) I L ted) = 

do}. We denote this set by (Lt)-l(do)' The following 
result regarding preimages of elements of DP(HN) 
and particle-hole duality will be required in Sec. 6. 

Theorem 4.2: Let do E DP(H
r
-
N

). Then (Ltt1 

(6.(do» = 6.1«L~_Nt1(do»· 

Proof: Clearly 6.1«L~_N)-1(do» C DN (HN). We 
show that (L t )-l(6.(do» ~ 6.1 «L;_N,-l (do» by showing 

that 6.(do) = Lt6.1«L~-N'-1(do»' As before we let Ko 

be the kernel of L~-N and K1 be the kernel of Lt. If 
P(K/j) and P(Kt) are projectors onto K/j and Kt, res-

pectively, then (i) L t = L tp(K~), (ii) P(K~)6.1 = 

6.1P(K/j) by Proposition 4.2 (g), and (iii) the set P(K/j) 

(L~_N,-l (do) consists of the single point 
P I .L -1 P p-1 

(L r -N Ko) (do)' But then L N6.1«L r -N) (do» = 

Ltp(K~ )6.1 «L~_N,-l (do» = L t6.1P(K~ )«L~-N) -l(do» = 
P P I .L -1 P I.L P I .L -1 ) L N 6.1(L r -N Ko) (do) = (LN K 1 )6.1(L r -N Ko) (do = 

6.(do) by the definition of the 6. map. The reverse in­
clusion can be obtained by a similar argument. 

Explicit formulas for 6. and II in the case where p = 
2 are given by 

Theorem 4.3: 

II(a;aJaka l ) = (r;-Nr1
[OjkOil - °i,k°jl 

+ (~)(Oikaiaj + 0jl al ai 

- 0jka!a i - 0iZaZaj) + (~)alazajal 
Proof: The formulas can be obtained by applica­

tion of formula (4. 1) of this section and formulas (2. 1) 
and (2.2) for r: and Lt given in Sec. 2. 

Elements d E DP(H N) are positive semidefinite. But 
as 6.-1 (d) E DP(Hr-N), 6.-1 (d) must also be positive 
semi-definite. This yields a strong necessary (but 
not sufficient) condition that d E DP (H N). In fact, in 
the next section we will show that these conditions 
are complete in the case r = N + p. This condition 
may be formulated in a slightly different way by not­
ing that the condition 6.-1 (d) :::: 0 is equivalent to re­
quiring that Tr(pt 6.-1 (d» :::: 0 for all one-dimensional 
projectors P E DP(Hr-N) or, equivalently, (by Theo­
rem 4. 1 b) by requiring that Tr(II (P) t d) :::: 0 for all 
P. There is yet a third way to express this condition 
as we shall see in the following theorem. In the 
literature these N-representability conditions are 
frequently referred to as Q-matrix conditions. 

Theorem 4.4: (Q-matrix conditions). The follow­
ing are equivalent necessary conditions that d E 
DP(HN): 

(a) 6. -1 (d) :::: 0, 

(b) Tr(II(p)td):::: 0 for all one-dimensional projec­
tors P E j)p(Hr-N), 

(c) 1- pN Tr(D1(cj»D1(d) + (~) (~)Tr(D2(cj»D2(d»­
(g) G) Tr(D 3 (cj»D3 (d) + '" + (- 1)P(~)(:)Tr(DP(cp) 
DP(d» :::: 0 for all cj> E HP. 

Proof: Parts (a) and (b) follow from the discus­
sion preceding the statement of the theorem. Part (c) 
can be proved directly by noting that if cj> E HP and 
d = DP(lJI), lJI E HN, then II A N+Pcj>>¥iI2:::: O. But by 
Sasaki's formula1 

II AN+pcj>lJII12 = (cj>lJI IAN+Pcj>lJI) 

= 1-pN Tr(D1 (cj»D1(lJI) 

+ (~)(~)Tr(D2(cj»D2(lJI» 
- (~)(:)Tr(D3(cj»D3(lJI) + ... 

+ (- 1)P (~)(:)Tr(DP( cj»DP(lJI). 

If we let cj> = cI> t I 0), where cI> = ~ Ct I a I' I = 
(i1' i 2'" ip), then P(cj», the projector onto the on~­
dimensional subspace generated by cj>, can be written 
as cl>tcl>. That (c) is equivalent to (a) can be seen as 
follows: 

and 

II A N+pcj>lJIIi2 ~ 0 <=> Tr(cI>.cI>tDN(lJI» ~ 0 

<=> Tr(cI>t cl>Dr-N(6.('l(lJt))) ~ 0 

< >Tr(cI>t cl>D P(6.;:?· (lJt») ~ 0 

< >Tr(P(cj»t 6.-1 (d» ~ 0 
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5. THE STRUCTURE OF DP(HN) AND DP(HN) 
WHEREr=N+p 

Only when the rank r of the one-density is equal to 
N + 2 is the convex structure of both D2(HN) and 
D2(HN) completely understood. Actually the argu­
ments used for the case r = N + 2 can be used with­
out modification to determine the convex structure 
of DP(HN) and DP{HN) for r = N + p. We, therefore, 
consider that case in this section. This problem is 
solved by a Simple application of the particle-hole 
duality established in the last section. 

Theorem 5.1: In the case r = N + p, all of the ex­
treme points of DP(HN) (DP(HN» can be written in the 
form a(p) (II (P», where P E L(HP) is a projector onto 
a one-dimensional subspace of HP. The extreme 
points of both DP(HN) and DP(HN) are exposed. The 
maps a and II are those introduced in the preceding 
section. 

Proof: This follows directly from Theorem 4. 1 
and the fact that the extreme points of DP(HP) = 
DP(HP) are simply the projections onto one-dimen­
sional subspaces of HP as was mentioned in Sec. 2. 
All the extreme points of DP(HP) and thus of DP(HN) 
are exposed (Sec. 2). 

This theorem gives an alternative route to the result 
of Sec. 3 that EXTDP(HN) = EXPDP(HN) in the case 
r = N + p. In addition it establishes the new result 
that EXTDP(HN) = EXPDP(HN) under the stated condi­
tion on the rank. 

Corollary 5.1: When r = N + p, the Q-matrix con­
ditions, given by Theorem 4. 4, are complete. 

Let cp = eJ.>tIO),where eJ.> = r,Cilal and r,ICi1 12 = 1,be an 
element of HP. The range of summation is over all 
distinct ordered p-tuples (ill i 2, ... ,ip) and al = ail a i2 
... a. as in Sec. 4. Then eJ.>teJ.> E L(HP) is a projector 

'P 
onto eJ.>. But then the extreme points of DP(HN) are 

. t P t P N -1 t given by a(eJ.> eJ.» = L Na1 (eJ.> eJ.» = LN(eJ.>eJ.>t) = () eJ.>eJ.> 
as cp ranges over HP. The last equality results from 
an application of formula (2. 1) of Sec. 2 for the con­
traction operator. 

Corollary 5.2: When r = N + p, the extreme points 
of DP(HN) are given by (~)-1eJ.>eJ.>t as </> ranges over HP. 

Theorem 5.2: When r = N + p, the contraction 
map is a bijection and EXT DP(HN) = L~(EXT DN(H

N». 

Proof: The map a 1 of Proposition 4.2 maps K o, 
the kernel of L:, onto KlI the kernel of 14. But as L~ 
is the identity map, K Q and hence ~ contain only O. 
That EXT DP(HN) = L~[EXT DN (H )] follows from the 
fact that Lt is a bijection. 

When r = N + 2 and N is even, one can show that all 
wavefunctions are of "paired type." That is, there 
exists a set of pair annihilation operators {ai }, where 
a i = a2i-1a2i' 1 :s i :s ~(N + 2), such that each element 
o E HN can be written as at 10) where a is a homo­
geneous polynomial of order (N/2) in the ai • Thus 
(jEaN and D2 (1i) is contained in D2 (aN). It is also true 
that when these conditions hold for r and N, elements 
o E HN can be approximated arbitrarily closely by an 
AGP function (anUsymmetrized geminal power) or 
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projected BCS function. Theorem 5.3, which estab­
lishes these results, is due to Coleman. This theorem 
is based on a lemma due independently to Zumino!O 
and Bloch'!! 

Lemma 5.1: Let cp E H2, then there exists a one­
particle basis such that if { a i } are the corresponding 
annihilation operators then </> can be expressed using 
the pair annihilation operators {ai }, where a i = 
a2i-1a2i,1:s i:s r/2, in the following way: 

cp = r, ~iar I 0). 

D1(cp) is diagonal in the basis {al 10)}. 

By the particle-hole duality established in the last 
section (see the construction of ao) and using the nota­
tion introduced there, all elements of H N can be ex­
pressed in the form 

where I R) = (II an I 0). But by the preceding lemma 
one can choose the one-particle basis so that 

Thus every Slater determinant in the expansion of lJ! 
is characterized by the absence of one of the pairs 
ai • If cp = .B 1]ial I 0) = eJ.> t I 0), lJ! is expressible in the 
the form cpN = (eJ.>t)N/21 0) if and only if the equations 

~i = II j 1]/1]i 

have a solution for the 1]' s given the r s. But they 
clearly have a solution if all the ~i'S ~ O. If h = 0 
but all the other ~ i ~ 0, then it is easy to see that lJ! 
is of the form at (eJ.>t)(N-2)/210) whereq,t- '" 1].at . 1 , - L.J i>'1 , iI 
similarly for other cases where more than one of the 
~ i = O. But these special cases where some of the ~ i 
equal zero are of low dimensionality, and therefore 
all wavefunctions can be approximated by functions 
of the AGP type. 

Theorem 5.3: (r = N + 2,N even). All elements 
lJ! E H N are of the form 

lJ! = (n at) (eJ.>t)S I 0) 
iEI ' , 

where eJ.>t = :BjEJ 1]j o], In J = 0,1 U J = 

{I, 2, •. " ~ (N + 2)} and thus exhibit pairing. Here 
s = (N/2) - I II and I II is the number of elements 
in I. Elements of H N can be approximated arbitrarily 
closely by AGP functions, i.e., wavefunctions of the 
form 

For odd N the wavefunction cannot exhibit complete 
pairing-there must be an odd man out. An extension 
of the above argument to cover this case allows one 
to give a canonical form for wavefunctions describ­
ing an odd number of fermions. 

Corollary 5.3: (r = N + 2,N odd) AlllJ! E HN are 
of the form 

lJ! = at! n ot)(eJ.>t)S 10) 
O\iEI ' 
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where cI>t = ~jEJ 1)j oJ, In J = 0, I U J = 

{1, 2, ... , i(N + 1)} and s = (N -1)/2 - I II. Here, 
ao is the annihilator for an orbital strongly orthogo­
nal to all the pairs. 

6. UNIQUE PREIMAGES 

For the case r > N + p the contraction map L t is 
not one-to-one and the preimage of an element do E 

DP(H
N

), given by (Lt)-l(do) = {d E DN (HN) I Lt(d) = 
do} is, in general, a set consisting of more than a 
single point. However, the total preimage of an ex­
posed point of D1(HN) under the contraction mapping 
is unique. It consists of the N-density corresponding 
to a Slater determinant. In all known cases, the ex­
posed points of D2(HN) have unique preimages. The 
author believes this situation to hold in general as 
stated in the following: 

Conjecture: The total preimage of an exposed 
point of D P (HN) under the contraction mapping Lt 
consists of a single point in DN (HN). 

In this section we prove the validity of this conjecture 
in certain special cases. In particular, we show that 
the preimage of an exposed point of D2(HN) is unique 
when N = 3 or 4. The results of this and the next sec­
tion depend on the following: 

Lemma 6.1: Ifwv w2 EHN,W1 ~ w2,andDN(w1) 
and DN (w 2) are preimages under the contraction 
mapping of the same exposed point of DP(HN), then 
the transition density DP(w1, w2) = 0 or, equivalently, 
RANGEDq(w1) c [RANGEDq(w 2)]L;N = p + q. 

Proof: Because PP(w1) = DP(w 2) is exposed, there 
is an operator b E DP(HN) whose associated hyper­
plane intersects DP(HN) at the single point DP(w1). 
Each N-particle state lying in the linear space cor­
responding to the zero eigenvalue of r t (b) has a pth­
order density matrix identical to DP(w 1). Therefore 
DP(aw1 + jlw2) = DP(w1) = DP(w 2), (lal2 + 1{31 2 = 1). 
But DP (a >I' 1 + {3>1'2) = 1 a 12DP(1JI 1) + I {31 2DP(1JI 2) +a{3DP 

(1JI1' 1J1 2) + /3aDP(w 2, >1'1) = DP(w1) + [a{3DP(IJI1' 1J1 2)] + 

[a{3DP(w1' 1J1 2)]t. Since this equation is valid for all 
a, {3 with arbitrary relative phase, DP(IJI l' IJI 2) = 0, 
and this proves the first part of the theorem. 

By a result of Erhardt Schmidt12 which was redis­
covered by Carlson and Keller,13 and arbitrary 
wavefunction IJI may be expanded in terms of the 
eigenfunctions tjlf of DP(w) and tjlr of Dq(lJI) in the 
following way: 

w(s, t) = ~ ~itjll(s)tjliq(t), 

where 1 ~i 12 is Simultaneously the eigenvalue of DP(w) 
corresponding to tjlf and the eigenvalue of Dq (IJI) cor­
responding to tjI'f. Making use of this expression and 
the fact that DP('I1 v '11 2) = 0 we have 

0= DP('I11, w2)(sl s') = J dt\f1 (s, t)w2(s', t) 

= ~Ii~}Hi (s)tJ.-~/ s') J dtlj/ii (t)tjI~j (t). 
t,) 

Since the tjlfi(S)tjI~i(S') are linearly independen~ the 
coefficients < tjli; 1 tjI~j) must all vanish. Therefore 
RANGE Dq('I1 1 ) C [RANGE Dq(1JI 2)].1, 

Corollary 6.1: Under the assumptions of the lem­
ma, Dl(Wl' w2) = 0 for 1:5 p. 

Theorem 6.1: The preimage of an exposed point 
of DP(HN) under the contraction mapping is unique if 

(i) P 2: N/2,N even; 

(ii) p 2: (N + 1)/2,N odd. 

Proof: Assume the contrary. Let b E iJ2(HN) be 
an exposing operator for dE EXPDP(HN). Then, by 
assumption, there are two states >1'1 and w 2 belonging 
to the kernel of the expanded operator r t (b) such 
that DN (w 1) and DN (>1'2) are distinct and are both 
mapped by Lt onto d. As the kernel of r t (b) is a 
linear space we may assume that w 1 ~ w~. By Corol­
lary 6, I,Dl(lJIl' 1J1 2) = 0 for I :5p. In partIcular 
Dq(wv IJI 2) = 0 for q = N - p. It follows that 

[DP(w l)DP(1JI 2)]( S' Is") 

= JdsJdt\f1(S', t)1JI 1(s, t)Jdt ' \f2(S' t')w2(s", t') 

= Jdt dt '\f1 (S', t)w 2(s", t ' )jds>l'l(S, t)\f2(S' t') 

= Jdt dt'1JI 1(s', t)w 2(s", t')Dq(1JIv w 2)(t 1 t') 

= 0, 

which contradicts the fact that DP(1JI1) = DP(w2) = d. 

In the finite rank case this result may be extended to 
cases not covered by the theorem (P < N /2, even N 
and p < (N + 1)/2, odd N) when the rank r is small 
enough by using the particle-hole duality elaborated 
in Sec. 4. Assume that dE DP(HN) is exposed and 
that the rank r is finite. Then if 6, is the map defined 
in Sec. 4, 6,-l(d) is exposed in DP(Hr-N). Then by 
Theorem 6. 1 6,-1 (d) has a unique pre image if p 2: 

(r - N)/2 (r - N even) or if p 2: (r - N + 1)/2 
(r - N odd). But by Theorem 4.2 the preimage of d 
is related to that of 6,-l(d) by the formula (Lt)-l(d) = 
6,1(L~_Nt1(6,-1(d». Thus d has a unique preimage 
when these conditions on the rank are satisfied. 

Corollary 6.2: The preimage of an exposed point 
of DP(HN) is unique if 

(i) P 2: (r - N)/2, (r - N) even, 

(ii) p 2: (r - N + 1)/2, (r - N) odd. 

For the case where p = 2 the above results may be 
summarized: 

Theorem 6.2: The preimage of an exposed point 
of D2 (H N) is unique if either N :5 4 or (r - N) :5 4. 

'1. SOME EXPOSED POINTS OF D2(H N) WHERE 
r> N + 2 

In this section we produce a list of new exposed 
points and thereby add to our catalog of information 
on the convex structure of D2(HN). The basic new re­
sult is contained in Theorem 7.1 which gives a pre­
scription for manufacturing exposed pOints of D2(HN) 
knowing some exposed points of D2(HP) where p < N. 
In the Simplest case the theorem states that if D2(6), 
6 E HP and D2(cp), cp E Hq are both exposed, then 
D2(13 1\ cp) is exposed in D2(HN),N = P + q if 13 and cp 
are strongly orthogonal. Even though this is a result 
that everyone would" Bllspect F to be true, it-requires 
a lengthy argument to prove. Moreover, since 13 and 
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cp are strongly orthogonal the wavefunction IJ /\ cP 
seems to describe a system of two noninteracting 
parts. On physical grounds then it is clear that our 
theorem will not be powerful enough to allow us to 
construct all of the elements of EXPD2(HN) given say 
our complete understanding of the r = N + 2 case 
(c f., Sec. 5) or known examples of elements of 
EXPD2(HN). 

Using Theorem 7.1 and Coleman's new result,I4 that 
arbitrary geminal power wavefunctions cover ex­
posed pOints of D2(HN), we give a long list of exposed 
pOints of D2(H N) in Theorem 7.3 which includes all 
previously published exposed pOints and, in addition, 
some new ones. All of these exposed points are cover­
ed either by geminal power wavefunctions or wave­
functions that are manufactured by taking the Grass­
man product of several geminal power wavefunctions 
where the geminals are strongly orthogonal. In the 
next section we show that the list of Theorem 7. 3 
does not exhaust EXPD2(HN),thus substantiating our 
above intuition. 

Three technical results are needed in order to estab­
lish the major results of this section. Let HI = FI EB 
GI, where FI and GI are two mutually orthogonal sub­
spaces of HI. Denote by FP /\ Gq the subspace of HN 
(N = P + q) generated by the functions fJ /\ cP = AN fJCP, 
where fJ E FP and cP E Gq and AN is the antisym­
metrizer. Interpret FO /\ GN as equal to GN. Then 
HN = EBf'~o Fi /\ GN-i. The product (fJ, CP) ~ fJ /\ cP is 
usually called either the Grassman or wedge product. 

Proposition 7.1: Suppose FI is perpendicular to 
Gl and HI = Fl EB GI. Then D2(FP /\ Gq EB Fp+l/\ Gq-I) 
is an exposed subset of D2(HN) for N - 1 ~ P ~ 0; 
p + q = N. 

Proof: Let N F E L (H N) be the one-particle opera­
tor which counts the number of particles in F states. 
That is, for'll E FP /\ Gq we have NFw = pw. [If {f i } 

is a set of annihilation operators corresponding to a 
complete set of orthonormal basis functions for F1, 
then NF = ~flfi.] Let b(P,P + 1) be the unique ele­
ment of L(H2) whose image under the expansion 
operator rf is given by 

r~(b(p,P + 1» = ~(NF -P)(NF -p -1) 

for N - 1 ~ P ~ O. 

Then r~(b(p,P + 1» has the following properties: (i) 
It is constant on each of the subspaces F i /\ GN-i, 
i = 0, ... ,N; (ii) its kernel is FP /\ Gq EB FP+I /\ Gq-l, 
and (iii) its lowest eigenvalue on the orthogonal com­
plement of FP /\ Gq EB Fp+I /\ Gq-I is 1. The first two 
statements are easy to verify. To prove the third, 
note that the minimum eigenvalue on (FP /\ G q Ell 
FP+I/\ Gq-I).1 occurs for'll E FP-I /\ Gq+I 
(l:£P:£N -1) and/or llJ E FP+2/\ Gq-2 
(0:£ P :£ N - 2) and for such a llJ, r~(b(p,p + 1» llJ = 
llJ. It fOllows, therefore, that b(P,P + 1) E 

CONED2(HN) and for llJ E HN, Tr(b(p,p + 1)TD2(llJ» = 
o if and only if llJ E FP /\ Gq Ell FP+I /\ Gq-I. There­
fore,D2(FP /\ Gq Ell F(>+1 /\ Gq-l) is an exposed sub­
set of D2(HN). 

Corollary 7.1: D2(F P /\ Gq) is an exposed subset 
of D2 (H N) fora ~ P ::s N. . 

Proof: Let b (p) E L (H 2) be such that 
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r ~ (b(p» 

) r~«b(p - 1,p) + b(p,P + 1) 

= ,NF 

tNG 

for 1 :£ P ~ N - 1 

for p = a 

for p == N 

(NG is defined Similarly to NF .) Then r~(b(p» (i) is 
constant on each of the subspaces Fi /\ GN-i, i == 
0, ... ,N, (ii) has kernel F P /\ Gq, and (iii) its lowest 
eigenvalue on (F P /\ Gq).1 is equal to 1. These prop­
erties follow directly from the properties of 
r ~ (b (P,P + 1)) listed in the proof of proposition 7.1 
and th~ definition of NF and NG • Therefore, b(P) E 
CONED2(HN) and D2(FP /\ Gq) is an exposed subset. 

The techniques employed in the proof of Proposition 
7. 1 and Corollary 7. 1 can be employed to obtain 

Corollary 7.2: Let HI == EBi"~I Fi and the Fi be 
mutually orthogonal. Then D2(Ff /\ Fj /\ ... /\ FJ.) 
is an exposed subset of D2(HN) where N == P + q + 
... + s and HN == EBi+j+"'+k~N Fi /\ F~ /\ •.. /\ Fl:,. 

Corollary 7.3: Extreme points of D2(FP /\ Gq) 
are extreme in D2(HN);N == P + q. 

Proof: By Corollary 7.1,D2(FP /\ Gq) is an ex­
posed subset of D2(HN) and, therefore, an extreme 
subset. But by a general theorem in the theory of con­
vex sets, the extreme points of an extreme subset of 
a convex set C are extreme in C. Therefore EXTD2 
(FP /\ Gq) C EXTD2(HN). 

Corollary 7.4: Let Fl be a subspace of some Hil­
bert space HI. Then the extreme points of the convex 
set D2(FN) are extreme in D2(HN). 

Proof: Let GI == (FI).1. Then FN == FN /\ GO. 
Apply Corollary 7. 3. 

By Corollary 7.3 we know that the extreme points of 
D2(FP /\ Gq) are extreme in D2(HN). We have seen in 
Sec.3 that these extreme points are also exposed 
points of D2(HN) if we assume that HI has finite di­
mension. The following proposition does not assume 
that dimHl < rtJ and asserts that the exposed pOints 
of D2(FP /\ Gq) are contained in EXPD2(HN). The 
proof of this result makes use of some special proper­
ties of density matrices. We recall again that if E is 
an exposed subset of a convex set C it is not, in gen­
eral, true that exposed subsets of E are exposed in C. 
In particular, elements of EXPE are not necessarily 
elements of EXPC. 

Proposition 7.2: The exposed points of D2(FP/\GQ) 
are exposed in D2(HN) where HN = EBin~O Fi /\ GN-i. 
dimHI = dim(FI EB GI) may be infinite. 

Proof: Let D2(W) be an exposed point of D2(FP /\ 
Gq) which is exposed by b(llJ) E CONED2(FP /\ Gq). 
Note that b(llJ) need not be a member of CONED2(HN) 
which is a proper subset of CONED2(FP /\ Gq) since 
D2(FP /\ Gq) C D2(HN). We may assume that q,(b(llJ» 
leaves the subspaces Fi /\ GN-i, i = 0, ... , N, invari­
ant or, equivalently, that b(llJ) contains no terms which 
do not conserve both F and G particles, that is, terms 
of the form flngJ3,glf~glg2' etc., where f 1 '/2'/3 
and gl,g2 are annihilators for F and G states, respec-
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tively, for if b(\.II) does not conserve F particles, it 
can be written as b(\.II) = bo + b1, where bo leaves the 
subspaces Fi /\ GN-i invariant and b1 maps elements 
of Fi /\ GN-i into (Fi /\ GN-i)l. In second quantization 
notation, b i contains only terms of the form 
f1f~glf3,flf~glg2"". But then, for ~ E FP /\ Gq, 
Tr(blD2(m = Tr(r~(bl)tDN(m = (~lr~(bl)t~) = O. 
Therefore if b(\.II) exposes D2(\.II) then so does bo; its 
F and G particle conserving part. 

Let 

and choose 1> t> 0 such that tA + (1- t) > O. Then 
if b(P) is the operator defined in Corollary 7.1, b = 
tbN) + (1 - t)b(P) exposes D2(\.II) in D2(HN). We note 
that r~(b) leaves the subspaces Fi /\ GN-i, i = 0, ... , 
N, invariant. Since r~(b(p)) == 0 on FP /\ Gq and 2: 1 
on (FP /\ Gq) l, we have for ~ E FP /\ Gq, 

Tr(b t D2(m = t Tr(b(\.II)tD2(~» + (1- t) Tr(b(p)tD2(~» 

> 0 if D 2W ~ D2(\.II) since t> 0 

= 0 if D2(~) = D2(\.II) 

Tr(bt D2(0} = t Tr(b(\.II)t D2(m + (1 - t) Tr(b(p)t 

x D2(O) 2: t). + (1 - t) > 0 

by the choice of t. Therefore, b E CONED2(HN) and 
Tr(b t D2(\.II» = 0 if and only if D2(~) = D2(\.II). 

Proposition 7.3: Suppose FI 1.. GI, aI' a2 E FP(P 
2: 2), and ¢l' ¢2 Gq(q 2: 2), then 

N(N - 1)D2(8 l /\ <PI' 82 /\ ¢2)(xy 1 X'y/) 

=P(P-1) (chi ¢2)D2(8 1 ,a2)(xylx ly ') 

+ q(q - 1)(8 1 1 ( 2)D2(¢u ¢z)(xy 1 x'y') 

+ pq[DI(a I' ( 2)(x IX')D l( ¢U ¢2)( y 1 y') 

- Dl(8 l , ( 2)(x 1 y/)D1(¢1' ¢2)(Y 1 X') 

- Dl(8 l , ( 2)(y I x')Dl(¢l' ¢2)(x I y') 

+ Dl(8 l , ( 2)(y 1 y')Dl(¢V ¢2)(X 1 X')]. 

Proof: Recall that all of the denSity matrices in 
the above expression are normalized to 1. The re­
sult follows directly from the definition of the transi­
tion density and the fact that the 8' s are strongly 
orthogonal to the ¢ 'so 

The following theorem allows one to construct a large 
number of exposed points of D2(HN) given some ex­
posed points of D2(HP) where P is smaller than N. 

Theorem 7.1: Let ¢;. i = 1, ... , m be mutally 
strongly orthogonal Ni -particle functions such that 
D2(¢j) is an exposed point of D2(HNi). Then 

D2( ¢l /\ ¢2 /\ '" /\ ¢m) 

Proof: We give a proof for the case when m = 2 
and NI 2: 2, N2 2: 2; the techniques used in the general 

case being a simple extension of those used here. 
Suppose that 8 and ¢ are functions of p (2: 2) and 
q k 2), particles respectively. We show that if (i) 8 
and ¢ are strongly orthogonal and (ii) D2(8) E 
EXPD2(HP) and D2(¢) E EXPD2(H'I) , then D2(8 /\ ¢) 
is exposed in D2(H N) where N = P + q. 

Since a and ¢ are strongly orthogonal one may pick 
mutually orthogonal subspaces FI and GI of HI such 
that (i) HI = Fl EEl GI and (ii) 8 E FP and ¢ E Gq. But 
then 8 /\ ¢ E F P /\ Gq. By Proposition 7. 2 one need 
only show that D2(8 /\ ¢) is exposed in D2(FP /\ Gq) in 
order to establish that D2(8 /\ ¢) is exposed in D2(HN). 

Let b(8) E CONED2(FP) c L(F2) be an exposing opera­
tor for D2(8) E EXPD2(FP). Let b(e) be its extension 
to H2 defined by 

b(a) I F2 == b(e) 

b(e) I FI /\ Gl EEl G2 == O. 

By letting {fi} denote a set of annihilation operators 
corresponding to a complete orthonormal basis for 
Fl, b(8) can be written in the form b(8) = 
'6b(e)ijkdIfjfk!z' By formula (2.1) for the expansion 

operator, r~(b(e» = (~)-I'6b(8)ijkdTfjfkfl' We sup­
pose that {gi} is a set of annihilation operators cor­
responding to a basis for Gl. Assume that 1) E FP 
and W E Gq, then B /\ w can be written ~t~vl 0), where 
~t is a homogeneous polynomial of order p in the 
creation operators f1 and n t is a homogeneous poly­
nomial of order q in the creation operators gI. Thus 

r~(b(8))1)/\ w = [r~(b(e))~t]ntl 0) 

= (~tl(~)[q'(b(e»{)] /\ w. (7.1) 

Similarly if b(¢) is an element of CONED2(Gq) which 
exposes D2(¢) and b(¢) is its extension to H2, we have 

r~(b(¢)){) /\ w = (~) -1(~) () /\ (r~(b(¢))w). (7.2) 

Let {e i } be an orthonormal basis spanning the kernel 
of q(b (a» and {¢i} be an orthonormal basis spanning 
the kernel of r~(b(¢)). From formulas (7.1) and(7. 2) 
we conclude that (i) 8 /\ ¢ lies in the kernel of r~(b(e) 
+ b(¢)) and (ii) the kernel of rf(b(e) + b(cp)) is span­
ned by the orthonormal basis{aj /\ ¢j}' We now show 
that if .v lies in the kernel of {rf(b (8) + b(cp»,then 
necessarily D2(\.II) = D2(8 /\ cp) thus showing that 
D2(8 /\ ¢) is an exposed point of D2(FP /\ Gq) with the 
exposing operator b(e) + b(¢) and thereby establish­
ing the theorem. 

As b(8) E D2(FP) is an exposing operator for D2(8) 
we conclude that D2( ei ) = D2( a). By Lemma 6. I' we 
can conclude that D2(a;, 8j ) = O. Similarly we have 
D2(¢j) = D2(¢) and D2(¢i' ¢) = O. Let \.II E KERr~(b 
(8) + b(¢)), Then 

Then, applying Proposition 7.3, we have 

D2(\.II) = ~ aijO'kZD2(8i /\ ¢j,8k /\ ¢l) 
ijkZ 

= '6 O'ij O'kz[N(N- 1)r l {p(p - 1)(¢jl ¢z) D2(a j , 8k ) 
ij ki 
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x (xy Ix'Y') + q(q - l)(iii I iik) D2(¢j,¢Z)(XY! x'y') 

+ pq{D1(ii;, iik)(X IX')D1(¢j, ¢Z)(y!Y') 

- D1(iii' iik)(x IY')D1(¢j, tPz)(y Ix') 

- Dl( iii' iik)(Y I X')Dl(¢j' ¢Z )(X I y') 

+ D1(ii;, iik)(y I y')D1(¢j, ¢Z)(X I x')]} 

=6Ia;jI2[N(N-1)]-1{P(P -1)D2(ii) +q(q -1) 

x D2(¢) + pq[D1(ii)(x I x')Dl(¢)(y I y') 

- D1(ii)(x I y')D1(¢)(y I x') - D1(ii)(y I x') 

X Dl(¢)(X I y') + D1(ii)(y I y')Dl(¢)(x Ix')]}. 

Coleman14 has proved the following theorem regard­
ing AGP (antisymmetrized general power) wavefunc­
tions: 

Theorem 7.2: If ¢ is an arbitrary geminal with 
rank r 2: N, then the AGP function ¢N(= ¢ A ¢ A"'A ¢, 
~N factors) covers an exposed point D2(¢N) of D2(HN), 
and the preimage of D2(¢N) under the contraction 
mapping is unique. 

This result along with Theorem 7. 1 allows one to 
construct a very large number of exposed points of 
D2(HN). We recall that the linear space aN is spanned 
by elements of the form <l>t 10), where <l>t is a homo­
geneous polynomial of order ~ N in the pair creation 
operators {an, a; = a2~;;1a2; and that D2(aN) is an 
exposed subset of D2(H"! (see Sec. 2). 

Theorem 7.3: If ii;, i = 1, ... , s are one-particle 
functions and ¢i' j = 1, ... , tare geminals of rank 
greater than N;, and if the iii and the ¢j are mutually 
strongly orthogonal, then 

(i) 'It - ii /\ ii A'" A ii A ,j.,N1 A ,j.,N2 A ••• A ,j.,Nt - 1 2 s '1-'1 '1-'2 'I-' t 

covers an exposed point of D2(HN), where N = s + 
6~=1 N;, 

(ii) the preimage of D2('It) under the contraction 
mapping L~ is unique and equal to DN('It), and 

(iii) when N is even, D2('It) is a member of the expos­
ed subset D2(aN ) for some choice of pairing. 

Proof: The proof of the fact that D2(¢) is exposed 
is a direct application of Theorem 7. 1. The unique­
ness of the preimage of D2('1t) is an easy result which 
follows from the uniqueness of the preimages of the 
D2(¢/i) under the contraction mappings L~j' When 

N is even, it follows from Lemma 5. 1 and strong 
orthogonality that we can construct a set of pair anni­
hilation operators {o i}' 0i = a2 i -1 a2 i' such that (i) 
°1 /\ °2 /\,"/\ Os = L;jE-b oJ IO),(ii) ¢j = iJ>110) iJ>i = 

EjEJ. ¢ij aj, and (iii) J j A Jj = 0, i '" j. Thus 'It can 
J 

be written 

'It = ( IT al)(tIlUN1 (tIl1)N2 • •• (tIlJ) Nt I 0) 
jE-b 

and is, therefore, a member of the paired subspace 
ON. 

8. THERE ARE MORE EXTREME POINTS 

The preceding leaves open the question whether the 
list of Theorem 7. 3 exhausts all the extreme points 
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of D2(HN). Corollaries 8.1 and 8.2 show that such is 
not the case. For even N, each exposed point listed 
in Theorem 7.3 is an element of D2(aN) for some 
choice of pairing, i.e., is covered by an element of aN, 
one of the paired subspaces of HN(seeSec.2). In Corol­
lary 8.1 we give an example of an exposed point of 
D2(HN) which is not contained in the list of Theorem 
7. 3 and which for even N is not contained in any of 
the exposed subsets D2( aN). But the question remains 
as to whether, for even N, Theorem 7. 3 supplies a 
comprehensive enough list to contain all the exposed 
points of D2(ON). Again the answer is no as is shown 
by Corollary 8.2. 

In Theorem 8.1, we give an example of an extreme 
point where N = 3 and r = 7, which for certain choices 
of the defining parameters, is not of the type given by 
Theorem 7. 3. For this case, Theorem 7.3 only yields 
extreme points which are either covered by a Slater 
determinant or are of the form D2( ii A ¢), where ii is 
an orbital strongly orthogonal to the geminal ¢. In 
both cases the two-density contracts to a one-density 
that has at least one eigenvalue equal to t. When the 
two-density is covered by a wavefunction of the form 
ii A ¢, the eigenvalues which are less than t are all 
doubly degenerate. In Theorem 8. 1 we establish the 
existence of an extreme point of D2(H3) which con­
tracts to a one-density, all of whose eigenvalues are 
nondegenerate and less than t. 

Theorem 8.1: D2('lto) is exposed if 

'Ito = a[123] + fl[145] + 1'[167] + 6[246] + E[357], 

and [123] is the Slater determinant made from orbital 
one, two, and three. If P(l) is the projector onto orbi­
tal number one, the corresponding one-density is 
given by 

Dl('ltO) = H(a2 + fl2 + y2)P(1) + (a 2 + 62)P(2) 

+ (a 2 + E2)P(3) + (fl2 + (2)P(4) + (fl2 + E2)P(5) 

+ (1'2 + (2)P(6) + (1'2 + E2)P(7)]. 

If we choose a 2 =~, fl2 = t, 1'2 =~, 02 = t,and 
E2 = h, then all of the eigenvalues of D1('ltO) are less 
than t and are nondegenerate. In this case D2('lto) is 
not contained in Theorem 7. 3. 

Proof: The wavefunction 'Ito is annihilated by the 
positive operators: 

b1 = P(fl[23] - a[45]), bs = P(E[16] - 1'[35]), 

b2 = P(y[45] - (3[67]), b g = P(25), 

b 3 ::::: P(0[13] + a[46]), b 10 = P(27) 

b4 = P(€[12] - a[57]), b u = P(34), 

bs = P(y[15] - (3[26]), b 12 = P(36), 

bs ::::: P(E[14] + (3[37]), b13 = P(45), 

b7 = P(0[17] + 1'[24]), b 14 = P(56), 

where, for example,P({3[23] - a[45]) is given by AtA, 
A = fla203 - aa4 a S and lZ; is the annihilator for orbi­
tal i. Moreover, +0 is the unique ground state of the 
operator b = Ei~1 bi • This may be checked by finding 
the eigenfunctions and eigenvalues of the operators 
b; and noticing that + 0 is the only vector which is 
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simultaneously a ground state for all of them. Thus 
D2(lJI O) is an exposed point of D2(H3). The remarks 
regarding the properties of Dl(lJI 0) are easy to verify. 

By using the 'It 0 of Theorem 8. 1 and Theorem 7. 1 we 
can construct exposed points of D2(H N) for N > 3 
which are not of the type given in Theorem 7.3. If 
8 i , i = 1, ... , s are mutually orthogonal one-particle 
functions strongly orthogonal to lJI 0' then 

covers an exposed point of D2(HN); N = s + 3. If we 
choose the defining parameters of lJI 0 as in the second 
half of Theorem 8.1, the eigenvalues of Dl(lJI) which 
are less than N-l are not doubly degenerate. But all 
of the exposed points of Theorem 7.3 contract to one­
densities whose eigenvalues are either equal to N-l 
or are doubly degenerate. Thus D2(lJI) is not of the 
type given by Theorem 7.3. For any fixed pairing the 
elements of D2(aN) contract to one-densities whose 
eigenvalues are all doubly degenerate. Thus, for even 
N, D2(lJI) is not a member of any of the exposed sub­
sets D2(aN). 

Corollary 8.1: For certain values of the defining 
parameters the wavefunction 

N=s+3 

given above, covers an exposed point of D2(HN) which 
is not contained in the list of Theorem 7.3. For even 
N, D2(lJI) is not a member of any of the exposed sub­
sets D2(aN). 

For N = 4, Theorem 7.3 establishes the existence of 
two types of exposed points of D2(HN). They are of 
the form D2(¢ /\ ¢) and D2(e, ¢), where ¢ and e are 
strongly orthogonal two-particle functions. Both are 
elements of the exposed subset D2(aN) for some fixed 
pairing. In Theorem 8.3 we establish the existence of 
an exposed point of the form D2(lJI), where lJI = 
a¢ /\ ¢ + {38 /\ ¢ and a,{3 ;0< O. Here ¢ is again strong­
ly orthogonal to (j. A similar argument to that in the 
proof of Theorem 7. 3 shows that this exposed point 
is also a member of one of the exposed subsets 
D2(aN). Recalling that the exposed points of D2(H2) 
have unique preimages under the contraction map L~ 
(Theorem 6.2), we can demonstrate that D2(a¢ /\ ¢ + 
(38 /\ ¢) is a new type of exposed point if a ¢ /\ ¢ + 
{3e /\ ¢ is not proportional to either a function of the 
form ~ /\ ~ or a function of the form ~ /\ W where ~ is 
strongly orthogonal to w. Arguing as in the proof of 
Theorem 7.3 there exists a set of pair annihilation 
operators {ail, a i = a2i-la2i such that 

where4Jt =EiEI ¢pI, at =EjEJ 1ij aj, In J = O. 
If lJI were proportional to ~ /\ w then we could write it, 
using the pair annihilation operators, as ztn t 10), 
where zt = ~ k EK ~ka k' nt = ~l E L WI aT ,and K n L 
= O. Each term in the expansion of ztnt has one pair 
from K and one pair from L. But lJI is clearly not of 
this form, and lJI is not proportional to ~ /\ W. If we 
require that the rank of Dl(e) be greater than 4 we 
can show that lJI is not proportional to a function of 
the form ~ /\ ~. For proportionality to hold, ~ /\ ~ 
must be of the form (zt)21 0) where Zt = 6 kEK 

~ka Z. But if there are nonzero terms involving a;" and 
a~ in the expansion of (Zt) 2, there is also a nonzero 
term of the form ya;"a~. If Dl(e) has rank greater 
than 4, there are at least two terms in the expansion 
of 8 which are nonzero. We can say that 8m and en ;0< O. 
Thus there are nonzero terms in the expansion of lJI 
involving both a;" and a~. However, it is clear that 
there are no terms in the expansion of lJI of the form 
ya;"a;" I 0). 

We establish the existence of an exposed point of the 
form D2(lJI) , where lJI = a¢ /\ ¢ + (38 /\ ¢, by first show­
ing that a particular linear space V, containing lJI, 
covers an exposed subset of D2(HN) and then showing 
that D2(1J!) is an exposed point of D2( V). But by 
Lemma 3.1 D2(lJI) is then exposed in D2(HN). The 
first step is to demonstrate that certain linear sub­
spaces of HN cover exposed subsets of D2(HN). We 
assume some fixed pairing and as before denote the 
pair annihilation operators by {a i}, i EO R. Let f be 
a subset of R, and let C denote the linear subspace of 
H2 spanned by {arlo> I i EO I}. If J is the complement 
of fin R, i.e.,J = R - f, then let F be the linear sub­
space spanned by {aj I 0 > I j EO J}. The linear sub­
space aN can be written as the direct sum of the lin­
ear subspaces F2i /\ CN-2i, i = 0, ... ,tN where 
F2P /\ CN-2p is the linear space generated by all basis 
vectors of the form aJ ... aJ ar ... ar I 0), it, ... , 

1 P 1 q 

jp EO J, 1]., •.. , iq EO f,andp +q = tN. The element of 
F2 are strongly orthogonal of those of C2. 

Proposition 8.1: D2(aN) is an exposed subset of 
D2(HN). 

Proof: In Sec. 2 we demonstrated that the operator 
1 - (2/ N) Ei E R aT a i was an exposing operator for 
D2(aN). 

Proposition 8.2: D2( CN ttl F2 /\ CN-:2) is an expos­
ed subset of D2(HN). 

Proof: Recall that aj = a2j-la2j' The operator 
N F = E j E J a~j a2j , when restricted to aN, counts 
the number of 1" pairs. The operator NF(NF - 1) 
when restricted to aN is (i) positive semi-definite 
and (ii) has kernel CNttl F2/\ CN-2. ThusD2(CNttlF2 
/\ CN-2) is an exposed subset of D2(aN ) and, therefore, 
by Lemma 3. 1 an exposed subset of D2(JlN). 

Let 8 = at 10) EO F2, ¢ =4Jt 10) EO C2,and 

~ = Zt /0) EO C2, where at = Ej EJ 8j aJ, cf>t = 6i E I 

¢i aT, zt = 6; El ~i aI, and 1 = 6j EJ I 8j /2 

= ~i EI / ¢i 12 = 6; E I / ~i 12. Let b be the restriction 
of cf>t a + a t 4J to G4 ttl F2 /\ G2. The eigenfunctions of 
the restricted operator either (i) lie in its kernel or 
(ii) are of the form a¢/\ ~ + j3e /\ ~. We denote 'the 
cardinalities of I,J,R by III, IJI,and IRI. Let M = 
dim( G4 ttl F2 /\ G2). 

Theorem 8.2: Let b be the restriction of cf>ta 
+ a t 4J to G4 ttl F2 /\ G2. Then 

(i) there are 21 f / eigenvalues and corresponding 
eigenfunctions of b occurring in pairs and given by 

+5, 
-5', 

¢ /\ ~ + 5 e /\ ~, 
¢ /\ ~ - 5 e /\ ~, 
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where X is an eigenvalue and {~ i}' i E: I, the corres­
ponding eigenvector of the mat'1'ix 

i,j E: I. 

(ii) There are M - 2 I I I additional eigenfunctions 
lying in the kernel of b. 

(iii) The degeneracy of the top eigenvalue is equal to 
the degeneracy of the bottom eigenvalue. In the case 
of nondegeneracy both of these eigenfunctions cover 
exposed points of D2(HN) which are elements of 
D2(aN). When the rank of D1(8) is greater than 4 or, 
equivalently, when I J I ~ 2, these exposed points are 
not contained in Theorem 7.3. 

Proof: (i) As was pointed out above, an eigenfunc­
tion of b belonging to a nonzero eigenvalue must be of 
the form '11 = a¢ /\ ~ + (38 /\ L The action of b on 
8 /\ ~ yields ¢ /\~; the action of b on ¢ /\ ~ yields 
et:=;t I 0) + (¢I ~)at<l>t I 0) - L; 21 ¢i 12~i eta1 10). In 
order for '11 to be an eigenfunction, this latter vector 
must be proportional to 8 /\ ~. Thus we are led to the 
eigenvalue problem 

For each solution of this eigenvalue problem one 
obtains two eigenfunctions of b. They are given in the 
statement of the theorem and obtained by an easy cal­
culation. Since the eigenvalues of b are all real, those 
of (8a) must all be positive. 

(ii) Since M = dim( G4 EB F2 /\ G2) there are M - 21 I I 
eigenfunctions unaccounted for. These lie in the ker­
nel of b. 

(iii) If the bottom eigenvalue of b is nondegenerate 
then the corresponding eigenfunction '11 covers an 
exposed point D2(G4 EB F2 /\ G2). But by Proposition 
8.2 and Lemma 3.1 D2(~) is exposed in D2(HN). If 
the top eigenvalue of b is nondegenerate, then the 
same holds for the bottom eigenvalue of -b. The cor­
responding eigenfunction covers an exposed point of 
D2(HN). Clearly these exposed pOints will be mem­
bers of D2(a4). A modification of the argument im­
mediately following corollary 8. 1 will establish that 
these exposed points are not contained in Theorem 
7. 3 when the RANKD1 (8) ~ 4 or equivalently I J I ~ 2. 

In the special case where ¢ = q,t I 0), q,t = ( I I I t1/2 
L;i E I aI, (8a) can be easily solved and explicit formu­
las for the nonzero eigenvalues and corresponding 
eigenfunctions of b obtained. 

Theorem B. 3: With ¢ as above and 8 arbitrary, let 
b be the restriction of etq, + q,te to G4 EB F2 /\ G2. 
Then 

(i) the top and bottom eigenvalues of b and the cor­
responding eigenvectors are given by 

+ (2- 2/ 111)1/2, 

- (2 - 2/ I I 1)1/2, 

¢ /\ ¢ + (2- 2/ 111) 1/28/\ ¢, 

¢ /\ ¢- (2 - 2/111) 1/28/\ ¢. 

Both eigenvalues are nondegenerate. The· two eigen­
functions cover exposed points of D2(HN) which are 
contained in D2(aN). When the rank of D1(8) is 
greater than 4 these exposed points are not contained 
in Theorem 7.3. 
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(ii) There are 21 I I - 2 eigenvalues and correspond­
ing eigenfunctions given by 

(1- 2/111)1/2, ¢ /\ ~ + (1- 2/ I II )1/2 8 /\~, 

degeneracy 111-1- (1- 2/1I1)1/2, 

¢ /\ ~ - (1- 2/ 111) 1/28/\ C degeneracy II 1- 1, 

where ~ E: G2 and is perpendicular to ¢. 

(iii) There are M - 21 I I additional eigenfunctions 
lying in the kernel of b. 

Proof: In order to prove the validity of these 
statements one needs merely to solve the eigenvalue 
problem (8a) and then apply Theorem 8.2. 

Let K, I, and J be nonempty, nonintersecting subsets 
of R such that I U J UK = R. Define: w = DkEK aklO) 
E: Hm, m = 2IKI;¢=<I>t I 0), q,t = (111)-1/2 
L;i EI a1; 8 = etl 0), at = L; j EJ 8j aJ. Then by Theo­
rem 7.1 ~ = w /\ '11" E: Hrn+4. where '11" = cP/\ cP± (1 
- 2/111 )1/28/\ ¢ covers an exposed point of D2(HN); 
N = m + 4. Also D2('I1) E: D2(aN), but is not contained 
in the list of Theorem 7.3 when D1(8) ~ 4 by an argu­
ment similar to the one preceding Theorem 8.2 

Corollary 8.2: D2(~) E: D2(HN), where '11 = 
w /\ '11 0 ' wand '110 are as above and N = m + 4 is an 
exposed point. D2('I1) E: D2(aN), but is not contained 
in 7.10 when RANK D1(8) ~ 4 or equivalently I J I ~ 2. 

9. DISCUSSION 

The list of extreme points of D2(HN) given in 
Theorem 7. 3 is of high dimension, but, as is shown in 
Sec. 8, it is not exhaustive. As there has been no 
systematic treatment of any other class of elements 
of EXTD2(HN) we have no feeling for the number of 
extreme points which we have missed. It would be 
desirable to obtain an estimate of the portion of total 
volume of D2(H N) which is occupied by the convex 
span of the elements of Theorem 7. 3. 

The characterization of D2(aN), the exposed subset 
of D2(HN) covered by aN, a paired subspace of HN, 
seems to be a much more tractable problem than the 
general N-representability problem. Moreover, this 
exposed subset is of considerable physical interest as 
it contains the AGP or projected BCS functions which 
have had considerable success in superconductivity 
and nuclear theory. Although the extreme points of 
Theorem 7.3 are all contained in D2{oN) for some 
choice of pairing, we have shown in Corollary 8.2 
that there are elements of EXTD2(aN) which are not 
of this type. It is conceivable to the author that the 
techniques used to establish this counterexample and 
the extreme points of Theorems 8.2 and 8.3 might be 
exploited to obtain a much more general class of 
extreme points, containing those listed in Theorem 
7.3 and exhausting 1)2(0 N). The extreme points listed 
in Corollary 8.2 are of the form D2(0'¢ 1 + (38 /\ ¢2), 
where ¢1 E: ON, ¢ 2 E: ON-2 both cover extreme points, 
and e is a geminal strongly orthogonal to both ¢1 and 
cP2' Thus an extreme point is constructed using both 
an extreme point D2(ch) E: D2(ON) of lower rank and 
one of lower rank and lower particle number D2(¢2)' 
It is, therefore, tempting to look for some inductive 
process for constructing extreme points of higher 
rank starting from known extreme points of lower 
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rank. The functional form G'¢1 + (3e 1\ ¢2 seems flex­
ible enough so that such a procedure might yield all 
of EXTD2(aN ). 

An important unsolved problem is to establish 
whether the elements of EXT D2(H N) have unique pre­
images under the contraction mapping. As has been 
mentioned in the introduction, if such a property were 
to hold, one would be supplied with a satisfying char­
acterization of the elements of EXT D2(HN). They 
would be precisely the elements of D2(HN) which are 
covered by unique ground state wavefunctions of some 
two-particle operator. Unfortunately the techniques 
employed in Sec. 6 establishing this result for the 
case where N equals 3 or 4 cannot be extended to the 
case N> 4. 

In the present paper we have given little attention to 
the convex structure of D2(HN). However, this pro­
blem is of importance and hopefully will lead to effi­
cient lower bound procedures in many-particle 
theory. We are planning to discuss a simpler sub­
problem of this problem, the Slater-hull or diagonal 
problem in a later paper. This essentially amounts 
to giving a characterization of D2(SN), the polar of 
D2(SN), the convex span of the two-matrices corres-

A.J. Coleman, Rev .Mod. Phys. 35,668 (1963). 
H. W. Kuhn, Proc. Sym. Appl.Math.lO,141 (1960). 

3 G.Choquet, Lectures on AnalysiS (Benjamin, New York,1969), 
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6 M. L. Yoseloff and H. W. Kuhn, J . Math. Phys.IO, 703 (1969). 
7 C. Garrod and J. K. Percus, J. Math. Phys. 5,1756 (1964). 

ponding to Slater determinants in some fixed one­
particle basis set. 

Considerations based on the particle-hole duality 
established in Sec. 4 and the solution of the N -repre­
sentability problem for the case r = N + 2 by reduc­
tion to the N = 2 case given in Sec. 5 has led us to 
consider the problem of obtaining the best N + 2 orbi­
tals with which to describe the ground state of an N­
electron system. This number. of orbitals is precise­
ly the number required for a valence bond description 
of a molecule with a single chemical bond. We are 
led to a simple iterative procedure similar to the 
closed shell SCF method. In fact, at each stage of the 
process, N + 2 orbitals are selected by a closed 
shell SCF calculation, and thus the convergence pro­
perties of our method are similar to those of the 
latter named method. A detailed study of this proce­
dure is now being carried out by Brian Weiner of 
Queen's University. 
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Let the integral transforms .p(y) and <ii(YvY2) be defined through .p(y) = J d4xe ixys(x)</>(x) and .p(Yl'Y2) = 
Jd4xlelX1Yl J d4x2elX2Y2s(xl,x2)</>(Xl,x2),respectively. Here all variables x and yare 4-vectors in Minkowski 
space. The functions </> are elements of S, and the factors s contain certain types of light cone Singularities. 
The integral transforms <ii are investigated with respect to their characteristic properties implied by these 
light cone singularities USing the method of van der Corput's neutralizers. It turns out that the behavior of <ii 
is determined by the light cone singularities if one goes to infinity in the space of the y variables along an arbi­
trary straight line. All characteristically different cases are classified and for each case a complete asympto­
tic expansion is derived. 

1. INTRODUCTION 

There has been a considerable interest in the last 
couple of years in what is called "physics of the light 
cone." The starting point for the activity in this 
direction were two papers by Gribov et al.1 and 
Ioffe. 2 More recent review type articles in this field 
are Refs. 3 and 4. See also the important work by 
Jackiw et al. 5 ,6 and by Gell-Mann and Fritzsch.7 

What is meant by "physics of the light cone" can 
roughly be explained as follows: The S-matrix ele­
ments of certain processes in high energy physics 
can be written as the Fourier transform of the mat­
rix elements of products (or commutators) of local 
operators in coordinate space. The matrix elements 
of these operator products in coordinate space con­
tain Singularities. More precisely, it is known from 
perturbation theory that the only singularities they 

contain are concentrated on the light cone. So it 
arises the question as to what the implications of 
this structure of the coordinate space matrix ele­
ments are-if any-for the Fourier transform in mo­
mentum space. There is one process which has 
attracted special attention in this connection, the in­
elastic scattering of electrons on protons. We refer 
the reader to the extensive literature on this subject, 
see, for example, Refs. 8-12, besides the papers quo­
ted above. The way one usually argues to prove 
"light cone dominance" for certain limits is as fol­
lows: One takes a certain limit in momentum space, 
for inelastic e-p-scattering; this is the so-called 
Bjorken or scaling limit, in which due to rapid oscil­
lations of the exponential in the Fourier integral the 
contributions of most parts of the integration region 
are assumed to be canceled. It is suggested that the 
only region in coordinate space which gives a con-
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Ioffe. 2 More recent review type articles in this field 
are Refs. 3 and 4. See also the important work by 
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What is meant by "physics of the light cone" can 
roughly be explained as follows: The S-matrix ele­
ments of certain processes in high energy physics 
can be written as the Fourier transform of the mat­
rix elements of products (or commutators) of local 
operators in coordinate space. The matrix elements 
of these operator products in coordinate space con­
tain Singularities. More precisely, it is known from 
perturbation theory that the only singularities they 

contain are concentrated on the light cone. So it 
arises the question as to what the implications of 
this structure of the coordinate space matrix ele­
ments are-if any-for the Fourier transform in mo­
mentum space. There is one process which has 
attracted special attention in this connection, the in­
elastic scattering of electrons on protons. We refer 
the reader to the extensive literature on this subject, 
see, for example, Refs. 8-12, besides the papers quo­
ted above. The way one usually argues to prove 
"light cone dominance" for certain limits is as fol­
lows: One takes a certain limit in momentum space, 
for inelastic e-p-scattering; this is the so-called 
Bjorken or scaling limit, in which due to rapid oscil­
lations of the exponential in the Fourier integral the 
contributions of most parts of the integration region 
are assumed to be canceled. It is suggested that the 
only region in coordinate space which gives a con-

J. Math. Phys., VoL 13, No. 10, October 1972 



                                                                                                                                    

1622 FRITZ SCHWARZ 

tribution is the vicinity of the light cone. However, 
these discussions are not satisfactory for several 
reasons. For example, it is not clear from this type 
of arguments whether or not there are some other 
limits in momentum space which are "dominated" by 
the light cone, too. Further, it does not seem to be 
appropriate to introduce invariant variables as it is 
usually done in discussing inelastic e-p scattering, 
because this changes the Fourier integrals one ori­
ginally starts with into more complicated integral 
transforms. Finally, it seems not to be possible to 
generalize these arguments to more general Fourier 
transforms which contain matrix elements of pro­
ducts of more than two operators. 

To clarify these questions we proceed as follows: Let 
¢(x) be a function of the 4-vector x which is an ele­
ment of the space S, i.e., it is differentiable an arbit­
rary number of times and falls off at infinity together 
with all its derivatives faster than any power. Then 
consider the integral transform 

(1. 1) 

The factor sex) is supposed to be singular on the light 
cone. We will discuss the types of Singularities which 
are suggested by operator products of free fields, i.e., 
sex) contains the factor 6(x 2 ) or &(x 2). In addition 
there may occur &(x 0) or E (x 0)' which are defined 
through &(xo) == + 1 for 0 < Xo and &(xo) == 0 for Xo < 
0, and E(X O) = + 1 for 0 < Xo and E(X O) = - 1 for Xo < 
0, respectively. Then we pose the follOwing question: 
Are there any regions in y space where the behavior 
of $(y) is determined essentially by the singularity 
s (x), and what can be said about the behavior in these 
regions? 

The proper mathematical framework for the discus­
sion of questions of this kind has been developed by 
several authors.1 3 - 23 USing these results we solve 
the above stated problem completely, i.e., we deter­
mine all regions where the light cone singularity sex) 
determines the Fourier transform (1. 1) and what the 
behavior of $(y) in these regions is. In other words, 
we get all possible information on $(y) if one does 
not know more about ¢(x) than the quite general rest­
riction that it belongs to the function space S. It 
turns out that, if one goes to infinity in y space along 
an arbitrary straight line, the behavior of $(y) is 
essentially determined by the singularity sex), and a 
complete asymptotic expansion of $(y) can be derived 
for these limits. A similar analysis is done for the 
more complicated case which may occur if the mat­
rix element of the product of three operators is 
Fourier transformed: 

cP(YVY2) = Jd 4x1 eiX1Yl Jd 4X2 eiX2Y2s(X1,x2) 

x ¢(x 1 ,x2). (1. 2) 

Here again the function ¢(xV x 2 ) belongs to the space 
S, and sex l' x 2) is the singular part which has in this 
case the structure 

S(X1,X2) = e(x10)e(X20)0(x~)6(x~)0[(x1 - X2)2]. (1. 3) 

We show in Sec. 5 that (1. 1) and (1. 2) can be reduced 
to certain two- or three-dimensional Fourier integ­
rals. These are treated separately in Sec. 3 and Sec. 
4, respectively. We will need repeatedly the asympto-
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tic expansions of certain types of one-dimensional 
Fourier transforms. Although they are known, we 
derive them in Sec. 2 because it gives a good illustra­
tion of the methods to be used later on. All our 
results are collected in some tables at the end of this 
paper. 

2. ASYMPTOTIC EXPANSIONS OF ONE-DIMEN­
SIONAL FOURIER TRANSFORMS 

In this Section we will derive asymptotic expansions 
of certain types of one-dimensional Fourier trans­
forms, if the argument of the transformed function 
gets large. The reason why we consider these 
Fourier integrals is that the many-dimensional 
Fourier transforms which we want to consider in 
Secs.3 and 4, are always reduced to these one-dimen­
sional cases. The results of this section are not new. 
They can be found in various places, see, for example, 
Refs. 24-27. However, we will use the same method 
of van der Corput's neutralizers as it will be used in 
the following Sections, and so we think it is instruc­
tive to explain this method on the comparatively 
simple one-dimensional case. 

The integrals to be considered in this section are of 
the following types: 

J(y) = Jdx eixys(x)f(x). (2. 1) 

The functionf(x) is assumed to belong to the space S 
which has already been defined in Sec. 1. The factor 
sex) is the singular part which may be &(x), E(X), or 
logx. A function ~(x) is called a van der Corput 
neutralizer for the point x i' or simply a neutralizer, 
if it has the following properties: 

1
1 for Ix; -xl::; E 

N;(x) = 0 for (j::; Ix j - x I 
o ::; Nj(x)::; 1 for E::; Ix i-X I::; 6 

(2.2) 

The constants E and 6 are fixed real numbers which 
obey the condition E < 6. Further, N;(x) is assumed 
to be differentiable an arbitrary number of times. 
Then we also have 

dnN, (x) == 0 (2.3) 
dx n 

for lXi-xi::; E and 0::; lXi-xi. The existence of 
such a neutralizer can be proven by explicit construc­
tion (see, for example, Ref. 24, p. 50). We say a point 
x i does not contribute asymptotically to the integral 
(2. 1), if there exists a neutrlizer N;,(x) such that the 
integral 

Ii = roo dx e ixy N;,(x)s (x)/(x) (2. 4) 
-00 

falls off faster than any powe~ of y-1 if Iy I ~ 00. We 
will employ frequently the so-called Landau symbols 
O(x) and o(x), which are defined as follows: The equa­
tion/(x) = O(g(x» for x ~xQ means that there exists 
a constant C so that lim f(x) ::; Cg(x). We write f(x) = 

X~Xo 

o(g(x» for x ~ x 0 if lim lex) :::; e:g(x) for any positive 
%-%0 

number E. More Simply, if g(x) * 0, / == O(g) means 
that//g is bounded, f = o(g) thatf/g tends to zero 
as x ~ x o. If in a statement containing these Landau 
symbols the limit, for which it is valid, is not speci-
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TABLE 1. Asymptotic expansions of some one-dimensional Fourier transforms for large values of the 
variable in the transformed function. 

Integral Transform Asymptotic Expansion 

i~OO dx eixye(x)f(x) L; ~ f(v)(O) + o( y -N) N-l( ')V+1 
v~o Y 

J+OO dx eixY£(x}f(x) 
-00 

{OO dx cosxyf(x) 
N-1 ( 1) vf <2 v-1)(0) 
2L; - + o(y-2N+1) 
v~1 y2v 

1+ 00 

dx sinxyf(x) 
o 

J+OO dx eiXye(x) logxf(x) 
-00 

E: (~r+1 (1/1(11 + 1) -logy + ~)f(V)(O) + O(y-N) 

J
o

+
OO 

dx cosxy logxf(x) 11 ~1 (- 1)Vf<2v)(0) ~1 (- 1)V+1f(2V+1~0)["'(2 2) 1 ] O( 2N) 
- - iJ + iJ 'I' II + - ogy + y-

2 v~o y2v+1 v~o y2v+2 

{OO dx sinxy logxf(x) 
N-1 ( 1)Vf(2v)(0) N-1 ( 1)v+f<2V+1liO) L: - [1/1(211 + 1) -logy] + ~ L; - .\ + O(y-2N) 
v~o y2v+1 2 v~o y2v+2 

roo dx E 1(- ixy)e(± x)f(x) ~1 (i) v+ 1 f (v~O) ± iJ - -- + O(y-N) 
v ~o y II + 1 -00 

fied explicitly, it is always understood to be infinity. 
The same true if we use the expression "asympto­
tic" without further specification. Using the Landau 
symbols we can say that a point x i does not contri­
bute asymptotically to the integral (2. 1) if Ii = o(y - n) 
for all n. We denote this behavior by o(y-OO). Other­
wise it is said to contribute asymptotically and is 
called a critical pOint for the integral (2. 1). 

The method of van der Corput's neutralizers for deri­
ving an asymptotic expansion for an integral of the 
type (2. 1) consists essentially of two steps: In the 
first step one determines which pOints contribute 
asymptotically and which do not. 

We consider only the simple case where the totality 
of critical pOints is a finite set. In the second step, 
the contributions of the critical pOints are expanded 
into asymptotic series, the sum of which is an asymp­
totic expansion for the integral considered. 

We begin with the case sex) = 8(x). Let us assume at 
first that 0 < x i' Then it is always possible to choose 
a neutralizer N;(x) , the support of which is contained 
in the interval 0 :s x :S~. 80 the contribution Ii can 
be written 

J+OO JXi+O 
Ii = dx e ixYNi(x)8(x)f(x) = dx eiXYNi(x)f(x). 

-00 xi-o (2. 5) 

Integrating N times by parts, we get 

Ii = (i)N fi+O 
dx eixy d

N 
[Ni(x)f(x)] 

y Xi-O dx N 
(2.6) 

because the integrated terms are zero as a conse­
quence of the properties of the neutralizer Ni(x). The 
integral at the right-hand side of Eq. (2. 6) tends to 
zero for y --) ~ by the Riemann-Lebesgue lemma (see 
Ref. 26, p. 312, Theorem 9. 1). N is an arbitrary inte­
ger and so we have Ii = o(y-OO) if the point x i lies in 
the interval 0 < Xi :S~. This result could have been 
arrived at easier because it follows immediately 
from Ref. 28, p. 249, Theorem XII. We derived it 

explicitly because it will become clearer in this way 
why some pOints do contribute asymptotically and 
others do not. The former case occurs if Xi = O. The 
contribution 10 of the origin can be written as 

10 = t dx eiXYNo(x)f(x). o 

Integrating again N times by parts, we get now 

10 =£ (i)II+1 d"f(x) I + RN 
"=1 Y dx" x=o 

with 

RN = (i)N t dx eixy d
N 

[No(x)f(x)] = O(y-N). 
Y 0 dx N 

(2.7) 

(2.8) 

(2.9) 

Equation (2. 8) is an asymptotic power series for the 
contribution of the origin to the integral (2. 1) if 
sex) = 8(x) and Iy I--)~. Because the origin is the 
only critical point, it is at the same time an asympto­
tic expansion for the integral (2. 1). The whole dis­
cussion is nearly literally the same if sex) = E(X), 
and, therefore, this case is included without further 
discussion in Table I. If one separates the real and 
imaginary part in Eq. (2. 8), one gets an asymptotic 
expansion for the Fourier cosine and Fourier sine 
transform, respectively, which are included in Table 
I, too. Now we come to the case sex) = 8(x) logx. It 
is immediately clear from the preceding discussion 
that the only point which contributes asymptoticjl.lly 
in this case is again the origin. We have 

o 
10 = 1 dx eixy logx No(x)f(x). 

o 
(2. 10) 

Integrating this equation N times by parts leads to 

10 - L; -- N-1 G') "+1 

"=0 

with 

[(e
iXY logx + E E (- ixy~ 

1'=1 I' ~ 

X d" (No(X)f(x»)l x=6 + RN 
dx" ~ x=o 

(2. 11) 
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RN = - (yi) N 106 
dx(eiXY logx + t E ( _ ixy) _d_

N
_ 

Jl=l Jl dx N 

X (NO(X)f(X))). (2.12) 

The functions En(z) are'the exponential integrals as 
defined in Ref. 29, p. 228, Eq. (5. 1. 4). The logarith­
mic singularity at the lower integration limit of the 
first term in the square bracket in Eq. (2. 11) cancels 
with the corresponding one in the exponential integ­
ral El ( - ixy) , which is most easily seen from Eq. 
(5. 1. 11) on p. 229 in Ref. 29. Using Eqs. (5. 1. 12) and 
(5. 1. 23) of the same reference and the definition of 
the functions En(z), one gets after some simple 
manipulations 

10 =~ (~)V+l(1j;(1) + 1) _ logy + iTT) dVf(x) I 
v=o y 2 dx v x=O 

+ O(y-N). (2.13) 

For the same reason as Eq. (2. 8) this is an asympto­
tic expansion of the integral (2. 1) with sex) = e(x) x 
logx. 

Finally, we consider another integral transform an 
asymptotic expansion of which will be needed in Sec. 
4: 

j
+OO 

Ii = dx E l ( - ixy)e( ± x)f(x). 
-00 

(2. 14) 

The function E 1 ( - ixy) is again the exponential integ­
ral as defined in Ref. 29, andf(x) belongs to 3. Simi­
lar as in the preceding diSCUSSions, an asymptotic 
expansion is derived by integrating N times by parts 
where the relation 

(2. 15) 

is used. This leads to 

I± = ± 21 (i...)V+l _1_ dlJf(X)1 + O(y-N). 
V= 0 y I) + 1 dx v > =0 

(2. 16) 

This and all other results of this Section are collec­
ted in Table I. 

3. ASYMPTOTIC EXPANSIONS OF A CERTAIN 
TYPE OF TWO-DIMENSIONAL FOURIER 
TRANSFORM 

To determine an asymptotic expansion for a multi­
dimensional Fourier transform is much more comp­
licated than in the case of a single variable. There 
are several reasons for this complication. At first, 
there are much more possibilities for the variables 
of the transformed function to approach a certain 
point. If this point lies at infinity, for example, one 
can approach it on an arbitrary radius or even along 
an arbitrary straight line, which does not necessarily 
go through the origin. For all these possibilities the 
asymptotic behavior has to be determined separately. 
A second source of complication is the fact that the 
region of integration may have a complicated shape. 
In analogy to the one-dimensional case, it might be 
suggested that the main contribution to a Fourier 
transform in several dimensions at a point far away 
from the origin comes from those parts of the inte­
gration region which are close to the boundary. It 
will turn out, however, that this is true only with 
some restrictions. 
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As already mentioned in the Introduction, the Fourier 
transforms in Minkowski space, which will be con­
sidered in Sec. 5, can be reduced to certain types of 
two- or three-dimensional Fourier transforms. In 
this section we determine, therefore, asymptotic ex­
pansions for the two-dimensional transform 

j(y) = 100 

dx rXI 
dx e i (x,Y, +X2Y2)f(x) (3. 1) 

o 1 -x I 2 

and leave the three-dimensional case to Sec. 4. In 
Eq. (3.1) we introduced the notation x and y for a 
point in the Xl - X 2 plane or y 1 - Y 2 plane, respec­
tively. In the mathematical literature the behavior 
of multidimensional integrals of the type 

g(k) =j ·c·jdxldxneikF(xI"·Xn)f(Xl···Xn), (3.2) 

if the parameter k goes to infinity, have been treated 
by several authors (see Refs. 13-23). If we specify in 
Eq. (3.1) a straight line in the Yl - Y2 plane, along 
which we go to infinity, it has the form (3.2) with 
F(x l •• .xn ) = F(x l ,x2 ), a linear function of the variab­
les x 1 and x 2' Therefore, we can use the methods of 
the quoted papers to determine asymptotic expan­
sions for the integral (3. 1). The most suitable re­
sults for our purpose are given in the paper by 
Focke, Ref. 23. Focke treats only the case n = 2. 
However, it is possible to generalize his results to 
the case n = 3 for Fourier integrals. This will be 
done in the next section when we consider the integ­
ral(4.1). 

From now on, if we talk about the asymptotic be­
havior of the integral (3. 1), we always mean the be­
havior for large distances of the point y from the 
origin. The procedure of determining asymptotic 
expansions for (3. 1) is completely analogous to Sec. 
2. At first we determine the set of critical pOints, 
which does not necessarily consist of isolated pOints 
now, but may be a critical line also. It will turn out 
that the set of critical points depends on the limit 
conSidered. Then the contributions of these different 
critical regions will be expanded into asymptotic 
series. 

Let the integration region of the integral (3. 1) be R, 
i.e.,R = {x: O::s xl::s 00, - Xl::s x 2 ::s + Xl}' Let Pi 
be an arbitrary point from R. We construct a neut­
ralizer N;(x) for the point Pi in the following way: 

(3.3) 

where the Nik(Xk) are neutralizers of the type (2. 2). 
Ni(x) is assumed to be partially differentiable an ar­
bitrary number of times with respect to the variables 
Xl and x 2 • Then we have 

am+nN.(x) 
--',-::-- = 0 (3.4) 
ax~ax~ 

if x does not lie in the difference set of the two 
squares Ix k - x~ l::s ° and IXk - x~ I ::s E. If one takes 
for N;(x) the example given in Ref. 23, p. 28, the sup­
port of the neutralizer (3.3) is tJ.Ri , where tJ.Ri = {x: 
I x k - Xk

i I ::s 0, k = 1,2}. The intersection of tJ.Ri with 
R is called tJ.Si , i.e., tJ.Si = tJ.Ri n R. In analogy to the 
one -dimensional case, the contribution Ii of a point 
~ to the integral (3. 1) is defined to be 

Ii = lSi j dx
1
dx 2 ei(x,y,+X2 Y 2)Ni (x)f(x). (3.5) 
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We want to determine now the conditions for a point 
Pi not to contribute to the integral (3. 1) if one goes 
to infinity in the Yl - Y2 plane along a radius, Le., 
if Yl = mY2 with m a fixed real number and Y2 --7 ± 00. 

In this limit the integral (3. 5) reads 

Ii = ~sJ dx 1dx 2 eiYz(mxI+x2)Ni(X)j(X). (3.6) 
I 

We consider at first a point Pi which does not lie on 
the boundary of R. Then it is always possible to 
choose £ and 15 in Eq. (3. 3) so that ARi is completely 
contained in R. Therefore, the contribution of an 
inner point Pi is 

By applying again Theorem XII from Ref. 28, p. 249, it 
follows immediately that Ii = o(Y2°O) without any res­
trictions for m. Next consider the case where Pi lies 
on the boundary of R but x~ "" 0 (k = 1,2). Assume at 
first that xi = x~. Then the contribution of Pi is 

I. = J X
l
i
+
6 

dx eiXlmyz JX] dx eiX2Y2N(x)j(x) (3.8) 
I xi~6 1 xi-o 2 I 

Integrating N times by parts with respect to x 2 leads 
to 

Ii =_J'B (i-.-)V+1 J~I+6 dX
1 

e ixI(1,m)Yz ~ [NJx) 
vcO Y2 XI~O aX 2 

Xj(X)]x ex + O(Y2N). (3.9) 
z j 

If m "" - 1 it follows from Theorem XII of Ref. 28 
that Pi does not contribute asymptotically to the integ­
ral (3. 1). Similarly it can be shown that Pi does not 
contribute asymptotically if it lies on the line x 2 = 
- X 1 and does not coincide with the origin and 
m""+1. 

Now we consider the origin Xl = x 2 = O. We intro­
duce a neutralizer N o(x 1) through 

{ 

1 for xl :s £ 

N O(x 1)= 0 for l5:sx1 (£<15). 
O:s NO(x1) :s 1 for £ :s x 1 :s 15 

(3. 10) 

In addition it has the usual differentiability proper­
ties. By using this neutralizer the contribution 10 of 
the origin can be written as 

10 = 1° dx 1 eixjmY2No(x1) j+Xj dx2eiX2YZj(x). 
o -Xl (3. 11) 

At first we integrate N times by parts with respect 
to x 2 and get 

I = t dx e iXjmYZN (x ) 13" (~)V+1 
o 0 1 0 1 u=o Y2 

X [e-iXIY2 aVj(x) I _ eixjYz aUj(x) I ] 
axil xz=-Xj aXil x2=Xj 

+o(y:t). (3.12) 

Then We integrate this equation N times by parts with 
respect to x 1 with the result (m :j= ± 1) 

~+v~N-2 (i) ~+v+2 [ 1 d~ (0 Vj(x) I ) 
10 = ~,u=B... Y2 (m - 1)~+1 dx'5r. axz X 2=-Xj 

. 1 dJ.l (OVj(X) I )] 
;- m + 1 1'+1 dxJ.l ~ + o(y:t)· 

( ) 1 2 x2=Xj 'Xi=O (3.13) 

So we have the following result for the integral (3. 1): 
If one goes to infinity in the Y plane along a straight 
line Y1 = mY2 and m '* ± 1, only the origin is a criti­
cal point. If m = ± 1, also the points of the boundary 
of R may contribute. More precisely, if m = EEl 1, the 
line x 2 = - xl (0 :S Xl) is a critical line, and if m = 
- 1 the same is true for the line X2 = Xl (O:s Xl)' 

We want to determine now asymptotic expanSions for 
the integral (3.1) for various limits. To perform 
this, we have to expand the contributions of the criti­
cal regions into asymptotic series. Let us assume at 
first m =f ± 1. Then only the origin contributes and 
Eq. (3.13) is an asymptotic expanSion for the integ­
ral (3.1). By changing the summation indices, it can 
be written more economically as 

](y) = J~ t ~ (~)V+2 1 ~ 
V= 0 1'=0 t Y2 (m ± 1)1'+1 dx'l 

x[OV-J.lj(X) I ] + o(y:t). (3.14) 
oxlrJ.l 

2 xZ±xI xl=O 

Separating the real and imaginary part gives 

N-1 2 v ± ( 1) v 1 dJ.l 
Rej(y) =~ ~ ~ -

v=O 1'=0 ± y~U+2 (m ± 1)1'+1 dxll 

x (02U-J.Ij(X) I ) + o(y-2N-1), (3,15a) 
~2~ 2 

2 XZ=iXj Xj=O 

_ N-12v+1 ±(-I)V 1 dJ.l 
Imj(y)= ~ ~ ~ -

vcO 1'=0 t y~V+3 (m ± 1)1'+1 dxi 

x (02V+1-J.lj(X) I ) + O(Y22N-1). (3. 15b) 
ox2 v+1-1' 

2 x Z = tXl Xl = 0 

Now let m be + 1. To separate off the contribution of 
the line x 2 = - xl' we construct a neutralizer N+ (x) 
with the properties 

1
'1 in the strip - Xl :S X 2 :S - Xl + E 

N+(x)= 0 for-x 1 +I5:sx2 (3.16) 

o :S N)x):s 1 for - xl + £ :S X 2 :S - Xl + 15 

The partial derivatives of N+(X) with respect to Xl and 
x 2 are supposed to exist up to arbitrary order and to 
obey 

oJ.l+VN+(x) = 0 

axi ox~ (3. 17) 

outside the strip - Xl + E < x 2 < - Xl + 15. By using 
this neutralizer the contribution of the line X 2 = - xl 
to the integral (3. 1) in the limit Yl = Y2 can be 
written as 

J(y) == laoc 
dX 1 1:x1 

dx 2 eiYjlxl+XZ)N,.(x)j(x). (3.18) 
j 

By introducing new variables u and v through 

u = 2~1/2(x1 + x2), 

v = 2-1/2(X1 - X2), 

the integral (3. 18) reads 

- 1° ii2uy JO j(y) = du e ZM)u) dv g(u, v). o -00 

(3. 19) 

(3.20) 

Evidently, g(u, v) and M)u) are the pictures ofj(x) 
and N+(x) , respectively, under the mapping (3. 19), and 
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"6 == '>"2-1 6. The fact that M+(u) depends only on u is 
the consequence of a special choice of N.(x) which is 
always possible. With the results of Sec. 2 we get 
from (3.20) the asymptotic expansion 

](y) == r; (~)V+I(~) v+l JO dv o "g(u, v) I + o(Y2N). 
V~O Y ..J2 -00 ou v 

2 U~O (3.21) 

Returning to the old variables Xl and x 2 gives 

](y) == 23 (~)V+1 ~ 100 dxl(~ + _O_)V 
v=O Y2 2v 0 oX l oX2 

X f(x) Ix ~-x + o(y:t). (3.22) 
2 1 

For the real and imaginary part it fOllows from Eq. 
(3.22) that 

Ref(y) == L..J dX 1 - +-- ~ (- l)v+l 100 
( 0 0 ) 2v+l 

V~O 22v+1y~v+2 0 oX 1 oX2 

X f(X) I ~ + O(y~N) (3. 23a) 
X 2 Xl 

Imf(y) == L..J dXl - +-- ~ (- 1) v+1 100 
( 0 0 )2 v 

V~O 22vy~V+l 0 OXI OX2 

X f(x) IX2~-X1 + O(yz2N+l). (3. 23b) 

In the limit y 1 == - Y 2, the contribution of the line x 2 == 
X 1 is separated off with the help of the neutralizer 

N_(x) == 0 for x2 ::S Xl - 6 (3.24) 

)

'1 inthestripxl-E::sx2::sxl 

O::s l'L(x) ::S 1 
in the strip xl - 6 ::S X 2 ::S X 1 - E 

All partial derivatives of N_(x) vanish outside the 
strip Xl - 6::s X2 ::S Xl - Eo Instead of Eq. (3.18) we 
have now 

By changing again the variables with Eqs. (3. 19) it 
follows that 

(3. 26) 

From this equation we get the asymptotic expansion 

N-l 

ley) == E 
v=o 

f-~) V+l(~) v+l 1000 

du Oug(~, v) 1 
\ y2.J2 ov v=O 

+ o(yt). (3.27) 

The equivalent of Eq. (3. 22) is 

N-l 

](y) = E 
v=o ( 

i )11+1 1 1"" ( 0 0 )V -- - dX I ---
Y2 2v ° OX I OX2 

Xf(X)\x =x + o(Y2N
), 

2 1 
(3.28) 

and instead of Eq. (3. 23) we have now 

Ref(y) = 13" (- 1)v+l 1"" dxl(-O- __ 0_)2V+l 
v~022v+ly~u+2 0 oX l oX2 

Xf(X)jx2~xl +O(yz2N), (3. 29a) 
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Im](y) == Ii ( - It+l 100 dx (_0 ___ 0_)2 v 

v=022uy 2u+IO loX ox 
212 

Xf(x)\X 2 =X l +o(Y22N+l ). (3. 29b) 

The asymptotic expansions (3.14), (3. 15), (3.22), 
(3.23), and (3.28), (3. 29) give a complete solution to 
the problem of determining the asymptotic behavior 
of the Fourier transform (3. 1) if one goes to infinity 
in y space along an arbitrary radius. A more general 
problem is to determine asymptotic expansions for 
(3. 1) if one goes to infinity in the y plane along an 
arbitrary straight line which does not necessarily 
pass through the origin, i.e., if 

Yl==mY2+ k , (3.30) 

where I y 2 1 -7 rtJ and m and k are fixed real numbers. 
Because this limit is interesting for physical appli­
cations, we will determine asymptotic expansions of 
(3. 1) for this possibility too. In the limit (3.30) the 
transform (3. 1) can be written 

](y) = 100 

dX
l 

J+X1 dX
2 

eiY2(mx1+X2)eikX1f(x). (3.31) 
o -Xl 

This is an integral of the same type as it occured in 
the limit y 1 = my 2' except that the original function 
f (x) is multiplied by the factor e IkX1. This factor does 
not change the properties of the functionf(x) con­
cerning its differentiability and the fact that it falls 
off asymptotically together with all its derivatives 
faster than any power. So we have essentially the 
same problem, only the separation into the real and 
the imaginary part is a little more complicated now. 
By Defining 

fc(x) = C?nkskXI f(x) , (3.32) 
s SI Xl 

it follOWS that 

Rej(y) = ReJc(Y) - ImJs(Y), 

Im](y) = ImJc(Y) + ReJs(y). 

(3. 33a) 

(3. 33b) 

The asymptotic expansions for the transforms at the 
right-hand side have already been determined, and so 
this problem is also solved. 

Finally, we have to consider a certain variation of the 
transform (3. 1) which is defined through 

(3.34) 

The whole discussion is very similar to the previous 
case, and we do not repeat it here, but give only the 
results. In the limit Yl = mY2 with m *' ± 1, only the 
origin contributes and this contribution is given by 
the right-hand side of Eq. (3.11); only the integration 
regions are different now. For Xl it is - Ii ::S Xl ::S 0 
and for x 2 we have now Xl::S X2::S -Xl' The same 
partial integrations are performed, and it turns out 
that the asymptotic expansion is exactly the same, 
i.e., 

J(y) = J(y) (3.35) 

ifYl =mY2' m =I=± 1 and IY21->rtJ. Ifrn = + 1, one 
gets for f(y) an equation which differs from (3. 20) by 
th~ integration regions for u and v. They are now 
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- 0:S u:S 0 and - oc,:s v:s 0, respectively. Clearly, 
also the neutralizer M + (u) has to be redefined appro­
priately. Similarly for the limit Y1 = - Y2' the integ­
ration regions in Eq. (3. 26) have to be changed to 
- 1) :S v:S 0, respectively. Then one gets the asymp­
totic expansions 

](y) =_ ~ (~)V+1 --.l J
O 

dXl(_a- ±: _a_)Vf(Xll x =±x 
v=O Y2 2v -00 aX 1 aX 2 2 1 

+ o(yzN ). (3.36) 

For the real and imaginary part, it follows that 

Ref(y) = - L.J dX1 - ±-
= ~ (- 1)v+1 JO (a a )2V+1 

v=O 22v+1y~v+2 -00 aX
1 

aX2 

x f(x) Ix =±x O(yz2N ) (3. 37a) 
2 1 

Imf(yl = L.J dX1 - ±-- ~ (- 1)v+1 J O ( a a )2V 
u=O 22vy~V+1 -00 aX1 aX2 

x f(x) \ _ + o(y -22N+1) (3. 37b) X 2 -±X1 • 

The ± signs refer to the limits Y1 = ± Y2' The limits 
Y1 = mY2 + k are again determined through Eqs. 
(3.33), where at the right-hand side the respective 

as~mptotic expansions for the transforms ](y) instead 
of f(y) have to be inserted. 

So we solved the problem of determining the asymp­

totic behavior of the integral transforms ](y) and 
l(y), if one goes to infinity in the Y plane along an ar­
bitrary straight line, completely. In Sec. 5 it will 
turn out that with these results it is easy to deter­
mine the asymptotic behavior of Fourier transforms 
in Minkowski space which contain singularities of 
the form 0(x2) or e(x2) on the light cone. 

4. ASYMPTOTIC EXPANSIONS OF A CERTAIN 
TYPE OF THREE-DIMENSIONAL FOURIER 
TRANSFORM 

In the next Section it will turn out that a certain type 
of Fourier transform in Minkowski space, which 
depends on two 4-vectors, can be reduced to a three­
dimensional Fourier transform of the following type: 

- 100 100 dx 2 J+X . (x ) f(y) = dX 1 - 2 dX3 e' 1Y1+X 2Y2+X:lY3 f(x). 
o ° X 2 -x 2 (4. 1) 

Now x and yare 3-vectors (x1'x 2 ,x3) and (Yl>Y2'Y3)' 
respectively. The functionf(x) is an element of the 
space S. If we talk about the asymptotic behavior of 
this integral we mean again the behavior if the point 
y is far away from the origin. The method to be used 
is the same as in the previous case. At first we 
determine the critical regions for the integral (4. 1). 
It will turn out that they depend on the respective 
limit and might consist of a Single point, a half line or 
part of a plane. Then their contributions are expan­
ded into asymptotic series. 

In this section, R denotes the integration region for 
the integral (4. 1), i.e.,R = {x: O:s x 1 :S 00,0:S x 2 :S 00, 

- X 2 :S X 3 :S x 2}' For each point P; from R a neutral­
izer Ni (x) is defined through 

Ni(x) = n Nik(X k), 
k=1.2.3 

(4.2) 

where the Nf(xk) are neutralizers of the type (2.2). 
All partial derivatives with respect to the variables 
x 1 ,x2,and X3 are assumed to exist, and we have again 

al+m+n,N;(x) = 0 

axiaxpax§ 
(4.3) 

if x does not lie in the difference set of the two cubes 
IXk -XLI :S € and IXk -xtl :S o. If one takes for the 
Nl(x k) the example given in Ref. 23, the support of the 
neutralizer Ni(x) is the small cube Ri = {x: I x k - x~ I ::s 
0, k == 1,2, 3}. Analogously to Sec. 3 we define ~Si = 
~Ri n R. We want to go to infinity in Y space along a 
radius. This radius is specified as the intersection of 
the two planes Y 2 = my 1 and Y 3 = ny l' where m and n 
are fixed real numbers and IY 11 -7 ± co. In this limit 
the contribution Ii of a point Pi = (xi,x~) to the inte­
gral (4.1) is 

Ii = J J J dX1dx2dx3 eiY1(x1+mx2+nx3) Ni(x)f(x)xz1• (4.4) 
C,Si 

If Pi does not lie on the boundary of R, the correspon­
ding neutralizer Ni(x) may be chosen so that its sup­
port is completely contained in R, i.e., ~Si = ~Ri in 
Eq. (4. 4). It follows by the above quoted Theorem XII 
from Ref. 28 that Ii = o(YiOO

) for arbitrary m and n. 

Next assume that Pi lies in that part of the plane 
Xl = 0 which belongs to the boundary of R, but x~ ::j: 
± x~. The contribution of such a point may be written 
as 

X Ni(x)f(x)xZ1• (4. 5) 

If n ::f: 0, Theorem XII of Ref. 28 is applied to the x 3 

integration. It follows that Ii = o(Y1OO
) for n *' O. If 

n = 0, the last exponential equals one and the same 
reasoning is applied to the x 2 integration, i. e.,I i = 
o(YiOO

) if n = 0 and m ::j: O. If m = n = 0, Eq. (4. 5) is 
N times integrated by parts with respect to Xl with 
the result 

Ii - L.J - - i dx2 i dX3 _ ~ (i )V+1 a v (JX~+6 J~+6 
V= 0 Y 1 aXf X2- 6 x3-6 

N i(X)f(X)X 21) x1=0 + O(YiN). (4.6) 

We see from this equation that the leading term at the 
right-hand side is Yi1• To include the possibility that 
the radius along which we go to infinity lies in the 
plane Xl == 0 or x 2 == 0, the parametrization of the 
intersecting planes has to be changed. It turns out 
that we have considered already all characteristically 
different pOSSibilities, i.e., a point on the boundary 
plane xl = 0 is critical only if one goes to infinity 
along the Y1 axis. Now we consider the case that Pi 
lies in that part of the plane X 3 = X 2 which belongs to 
the boundary, but xLx~ =l= O. It is more appropriate 
now to specify the radius as the intersection of the 
two planes Y3 = nY2 and Y 1 == mY2' With this para­
metrization the contribution of the point Pi can be 
written in the form 

If m * 0, it follows from Theorem XII of Ref. 28 that 
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If n ::j: - 1, Theorem XII from Ref. 28 gives again the 
resultI i = o(Yii""). If n = - 1, the leading term at the 
right-hand side is Y2l • It follows that a point Pi on 
the boundary plane x 3 = X 2 is critical only if one goes 
to infinity in y space along the line y 3 = - Y 2 in the 
plane Yl = O. Similarly it follows that a point on the 
boundary plane x 3 = - X 2 is critical only if one goes 
to infinity along the line Y 3 = Y 2 in the plane Y 1 = O. 

Up to now we considered the possij:>ilities that Pi lies 
inside R or in a plane which be longs to the boundary 
of R; but it was excluded that Pi lies on the intersec­
tion of two bouIJrlary planes. These cases will be dis­
cussed now. We begin with the possibility that Pi lies 
on one of the two edges which are specified as the 
intersection of the planes Xl = ° and X3 = ± x 2 • Our 
discussion will be for the case x 3 = + X 2' The origin 
is again excluded. The contribution of a point on this 
edge can be written in the form 

10 . JX i+6 . JX 2 . I. = dx etxlmY2 .2 dx e tx2Y2 . dx etx3nY2 
t 0 1 xi-6 2 x~-6 3 

Here and in the remaining cases, the radius in Y 
space is always specified as the intersection of the 
two planes Yl = mY2 and Y3 = nY2' If n :j:: 0, this 
equation is N times integrated by parts with respect 
to the variable X3 with the result 

Ii = 1 dX l eiXlmY2 It dX2 e
i (n+l)Y2 ~ _,_ + _u 6 xi+1i N-l ( . )U 1 a 

o X2- 1i u= 0 nY2 aX3 

If n ::j: - 1, it follows again from Theorem XII of Ref. 
28 that Ii = o(yzOO

). If n = - 1, it is immediately clear 
that the leading term at the right-hand side of Eq. 
(4.10) is Y2 l because the lower limit of the Xl inte­
gration is not determined by the neutralizer. If n = 0, 
the partial integrations with respect to x3 are super­
fluous. So we have the result that, for a point Pi on 
the edge Xl = 0, X3 = X 2 to be critical, it is necessary 
and sufficient that one goes to infinity in Y space 
along a radius which is contained in the plane Y3 = 
- Y2' It is easy to see that a point on the edge Xl = 0, 
x3 = - x 2 is critical if the radius in Y space lies in 
the plane Y3 = Y2' 

Now let Pi be on the positive x 1 axiS, but xi '* 0. The 
contribution of such a point to the integral (4. 1) is 

16 dX2' JX 2 . Jxi +o . I. = - e tx2Y2 dx etx3nY2 1 dx etxlmY2 
t 0 X 2 -x2 3 Xl' _0 1 

x Ni(x)f(x). (4. 11) 

If m ::j: 0, Theorem XU from Ref. 28 gives again Ii = 
o(yzOO). If m = 0, it is immediately clear from Eq. 
(4. 11) that the point Pi is critical. The integration 
over X3 cannot give enough powers of yzl because the 
integration region is not limited by the neutralizer. 
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The x2 integration is of the form (2. 1) with s(x) = 
e(x), the leading term of which in the asymptotic 
expansion is y 21. So it is necessary and sufficient for 
a point on the positive Xl axis to be critical that m = 
O. 

Finally, we have to determine the contribution 10 of 
the origin. It can be written in the form 

16 dX2' 11i . J+X 2 . I = _e tx2Y2 dx etxlmY2 dx etx3nY2 
o 0 ~ 0 1 -x

2 
3 

X No(x)f(x). (4.12) 

If m, n ::j: 0, this equation is N times integrated by 
parts with respect to the variables Xl and x 3 • This 
leads to 

~+uB-2 ( i )~+U+2 1 10 dX2 
~.u=o Y2 m~+lnu+l 0 X2 

x (e iX2 (1-n)Y2 a~+UNo(x)f(x) I _ e iX2(1m)Y2 
~ U Xl = 0 

ax l aX3 X
3
=-X

2 

a~+uNo(x)f(x) I ) 
x ~ U ~i=o + o(YiN ). 

aX l aX
3 

X3=X2 
(4. 13) 

If m or n are zero the respective integrations by 
parts are omitted. There is no trouble concerning 
the existence of the x 2 integral in Eq. (4. 13) because 
the square bracket has a first-order zero for x 2 = 0. 
By using the relation 

Jb dx . -b Jb -x etxYf(x) = - [E 1( - ixy)f(x)] ;:a + dx 
a a 

X E 1( - ixy)f(1)(x) (4.14) 

and the results from Sec. 2, it follows from Eq. (4. 13) 
after some simple manipulations that 

_ 1 + n ~+u~-2 (J.-)~+U+2 1 a~+uf(x) \ 
10 - log L..J x-O 

1 - n ~.u=O Y2 m~+lnu+l axl:lax~ -

+ ~ - --A~+U$N-3 0i )A+I1+V+3 1 1 [ 1 
A.~.U=O 2 m~+lnu+1 A + 1 (1 - n)A+l 

(4. 15) 

So we have determined all the critical regions for the 
integral (4. 1). We distinguish the following cases: 

(a) If one goes to infinity along the Yl axis, the set 
C a = {X:xl = 0, IX31:s x 2 } is critical. 

(b) If one goes to infinity along the line Yl = O,y~ =:= 
.± Y 2' the set C!; = {X: 0 :s Xl' 0 :s x 2' x 3 = =F x 2J IS 
critical. 

(c) If one goes to infinity along a radius which is 
contained in the plane Y3 = ± Y2' the set C~ = 
{x:x1 = 0, o:s x2,x3 = =F x 2} is critical. 

(d) If one goes to infinity in the plane Yl = 0, the set 
Cd = {x: o:s xUx2 = x3 = o} is critical. 

If the radius in Y space is such that it does not coin­
cide with one of the possibilities (a)-(d), the origin is 
the only critical point for the integral (4. 1). 
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Now we have to expand the contributions of the vari­
ous critical regions into asymptotic series. If we 
have none of the possibilities (a)-(d), only the origin 
contributes and Eq. (4. 11) is an asymptotic expansion 
for the integral (4. 1), i.e., we have in this case 

ley) =10 , 

Next we consider case (a). To separate off the con­
tribution of the critical region Ca we define the neut­
ralizer N(xl) through 

1
1 forxl~ E 

N(x1):= 0 for 15:::; Xl 

0:::; N(x1):::; 1 for E:::; X2:::; 0 

With the results of Sec. 2 it follows immediately 

- N-1 (i )"+1 a" (100 dX2 J+X2 ~ 
fey) = I; --;- -U 0 - -x dx 3f(x) Xl = 0 

v- 0 Y 1 ax 1 X 2 2 

(4. 16) 

(4. 17) 

+ o(YiN ). (4.18) 

In case (b) our discussion will be for the limit Yl = 0, 
Y3 = + Y2' The discussion for the limit Y1 = 0, Y3 
- Y2 is nearly literally the same; there are only some 
changes. To separate off the contribution of the plane 
x3 = - x2 we define the following two neutralizers: 

1
1 for x2 :::; E 

N 1(xz) = 0 for 15 ~ x2 

0:::; N1(x 2 ) :::; ] 

, (4.19) 

(4.20) 

These neutralizers are assumed to have the usual 
differentiability properties. Using them, the Fourier 
transformj(y) can be written in the limit under con­
sideration as 

J(y) 

fey) 

(4.22) 

The cancellation of the Singularities in the x2 integ­
rations under the first integral is most easily achie­
ved through one partial integration with respect to 
x 2 • The logarithmic singularity cancels with the 
corresponding one of the exponential integral. Using 
then the results of Sec. 2 leads after a few steps to 

J(y) = r (2-)"+1 (lOg(- 2iCY2) {O dx1 aUf~) I 
v-o Yz oX3 X2=X3=0 

00 00 ~I) -1 dX1 1 dxz logx2 o 0 oXU 
3 x3~-x2 

- I; - --- dx 1--
IHV:s:N-2 ( i )1I+V+2 1 1 100 011+1 

Il,V~O Y2 211+1 /L + 1 0 ox~+l 

x C;:~x) IX3=X)X2~0 + o(Yi
N

). (4.23) 

Here C = logy, and y is Eulers constant (see Ref. 29, 
p. 229). In case (c) we assume that the radius in Y 
space, along which infinity is approached, lies in the 
plane y'3 = + yz. It is specified as the intersection of 
this plane with Y 1 = mY2 (m '*' 0). Using the neutra­
lizers (4. 16), (4. 19), and (4. 20), the contribution of 
the corresponding edge to the integral (4. 1) is 

- 1° dX2 . J+:<2' 1° fey) = - e lX2Y2 N (x ) dx e tX:JY2 dX 1 o x 2 1 2 -x
2 

3 0 

. 100 dX2 . x elXlmY2N(x )f(x) + - e lX2Y2 [1- N l (X2)] 
1 t x 2 

J~~. 16 . x dx etx3Y2N.(x x) dx etxlmY2 
-x

2 
3 2 2, 3 0 1 

x N(x1)f(x). (4.24) 

The expression in the square bracket is of the same 
form as Eq. (4. 21), and so we get without further cal­
culation 

j(y) 

(4.26) 

Finally, we come to case (d). Using the neutralizer 
(4. 19) we have now 

- 1° dX2 . 1+x2 ' 100 

fey) = - e lX2Y2N (x ) dx elX3nY2 dx f(x). o X 2 1 2 -x2 3 0 1 

(4.27) 
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N partial integrations with respect to x3 lead to 
(n =1= 0) 

- N-1 (i )U+1 1 16 dX2 00 

f(y) = ~ -y -1 0 -x N 1(X2) 10 dX1 
u= 0 2 n U+ 2 

X Ie iX2(1-n}Y2 ~ \1 _ e iX2(1+n}Y2 

\' aX3 "3= -x2 

+ ~ I ) O(yZN). 
aX3 x3=x2 

(4.28) 

If n = 0, the partial integrations with respect to x 3 

are superfluous. With Eq. (4. 14) and the results of 
Sec. 2, we get finally 

fey) = log-- LI - - fix l ~ 
- 1+n~(i)u+1 1100 aUf(x\1 

1-n u=o y nu+l 0 axu 
2 3 x2=x3=0 

+ ~ - --1 dX 1 --=--IHU:5N-2 ( i )1l+U+2 1 00 [ 1 

~.u=O Y2 IJ. + 1 0 (1- n)~+l 

1 a~+1 

(1 + n)~+l ax~+l 
a ~+l (a Uf(X) I ) x--~ 

axil+ l ax u 
2 3 x3=-x2 x2=0 

X (a;:(~) I _ ) _ J+ O(yzN). 
3 x3-x2 X2-0 

(4.29) 

So we have finished our discussion of the asymptotic 
behavior of the integral (4. 1) if one approaches infin­
ity along a radius. Similarly as in Sec. 3 we consider 
now the possibility that one goes to infinity in y space 
along an arbitrary straight line which is not neces­
sarily a radius. Such a straight line may be speci­
fied as the intersection of two planes, for example, 

Yl = mY2 + a, 

Y3 = nY2 + b, 

(4.30a) 

(4.30b) 

where a and b are fixed real numbers and Iy 21 ~ 00. 

In this limit the exponential in the integral (4.1) reads 
exp[iY2(mxl + x2 + nX3)] x exp[iaxl + ibx3)' This 
factor does not change the properties which we assu­
med for f(x). So we have again essentially the same 
problem. The asymptotic behavior is qualitatively the 
same if one goes to infinity along a radius or on a 
straight line parallel to it. The asymptotic expan­
sions in the limit (4.30) are derived from those for 
a = b = 0 by replacing the functionf(x) through 
exp[iox1 + ibx 3)f(x). We do not give them explicitly 
here because it would mean repeating the complicated 
formulas for the asymptotic expansions with a few 
changes. However, the first few terms for these 
limits are also given in Table IV. 

At the end of this section let us make some remarks 
on the results which we have found. It has become 
clear what the relevant points in discussing the asym­
ptotic behavior of Fourier transforms in several 
dimensions are. The asymptotic behavior is deter­
mined by the shape of the integration region and the 
singularities of the integrand. The effect of the shape 
of the integration region can be described as follows: 
The asymptotic behavior which is due to the shape of 
the integration region is different from o(r-oo ) , where 
r is the distance of a point in the space of the trans­
formed variables from the origin, in those directions 
in which the planes of constant phase are tangent to 
the boundary of the integration region. If the integra­
tion region is limited by planes only, there are the 
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following possibilities (in three dimensions): A plane 
of constant phase coincides with a boundary plane,or 
an edge, which is the intersection of two boundary 
planes, lies in a plane of constant phase. In these two 
cases the Fourier transform falls off slowly for large 
r, and in the former case it is slower than in the 
latter. A Corner contributes always asymptotically. 
However, the corresponding contribution has a higher 
power of r- l . This behavior can be nicely seen from 
the results of this section and Sec. 3 (see also the 
Tables). The Fourier transform (4.1) is more com­
plicated because of the singularity x21, which is inte­
grable as a consequence of the shape of the integra­
tion region. It gives rise to the logarithmic terms in 
Eqs.(4.23) and (4.26). 

5. ASYMPTOTIC EXPANSIONS OF SINGULAR 
FOURIER INTEGRALS IN MINKOWSKI SPACE 

In this section we come to our main task-to deter­
mine the asymptotic behavior of Fourier integrals in 
Minkowski space, if the original functions contains 
certain types of Singularities on the light cone. We 
begin with the following integral 

(5. 1) 

Here x and yare 4-vector variables in Minkowski 
space. The function ¢(x) is assumed to be continuous­
ly differentiable an arbitrary number of times and to 
fall off at infinity together with all its derivatives 
faster than any power, i.e., ¢(x) belongs again to the 
space S. We choose a special Lorentz frame such 
that y has only two nonzero components Yo and Y3' 
Then the integral (5. 1) can be written as 

$(y) = I dxo l1(xo)eixOYO I dX3 e-iX3Y3 I d=:: 

x I)(X~ - 1.f12 - X~)¢(Xo, X3' i) (5.2) 

We introduced the notation 'f' for a vector in the two­
dimensional subspace of the 1- and 2-components, i.e., 

=> we have x = (x o, x) = (xo,x ,x3) = (XO,X1,X2'x3). In-
troducing polar coordinates I f'1 and lJ; in this two­
dimensional subspace, Eq. (5. 2) takes the form 

$(y) = I dxo l1(xo)eixOYO I dX3 e-iX3Y3 I dl'fII~1 
=> -> 

X I)(X~ -I X 12 - X~)¢(XO'X3' I X I), (5.3) 

where we have defined 

¢(xO'x 3, I ~I) = t n 
dtJ; ¢(XO'x 3, ~\ (5.4) o 

Now we use the I) functions to perform the integration 
over If I with the result 

¢(y) = 100 
dxo eiXoYoj+xo dX3 eiXaY3f(xo,X3)' 

o -Xo 
(5.5) 

The function f(x o, x 3) is connected with ¢(x) through 

12 = I f(x o, x 3) = t 1T dlJ; ¢(xo,- x 3' Ix I = (x~ - X~)12, lJ;) 
o (5.6) 

The integral (5.5) is of the type (3.1), and so we can 
apply the results of Sec. 3 to determine asymptotic 
expansions for $( y). It is easy to see that Eqns. 
(3.15), (3. 22), and (3.28) are asymptotic expansions 
for (5.5) for the respective limits if Y2 is replaced 
by Y3' These expansions look somehow complicated. 
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~ABLE II. T.he le~ding terms of the asymptotic expansions of $(y) = J dx eiXY8(xo)s(x2)4>(x). If the singular factor s(x2) = 6(x2), the func­
hon f(xo, x3) IS defmed through Eq. (5. 6). If S(X2) = e(x2) it is defined through Eq. (5. 8). The constants m and k are fixed real numbers and 
IY31 -> 00. 

Limit Leading Terms of the Asymptotic Expansions of $(y) = J dx e ixye(xo)s(x2)cp(x) 

Yo = ± Y3 + k 

It seems desirable to have more explicit expressions 
for the lower terms. They are given therefore in 
Table II. 

Another type of singularity on the light cone is the 
unit step function 8(x2). Let us defined ¢(y) now 
through 

(5.7) 

If we go to the same Lorentz system as in the former 
case it follows easily that Eq. (5.7) can be brought 
into the form (5.5). However, instead of (5.6) we 
have in this case 

(5.8) 

So the asymptotic expansions of (5.7) are given by 
the same formulas as for the transform (5.1). The 
only difference is that !(xo, x 3) is defined through Eq. 
(5.8) instead of Eq. (5.6). That does not mean how-, 
ever, that the leading terms must be the same for 
the transforms (5.1) and (5.7) if the function cp(x) is 
given. This is easily seen by putting the respective 
definitions for !(xo, x 3) into the expressions for the 
coefficients in Table II or m. 
Next we consider the transforms 

(5.9) 

where s(x2) = o(x2) or 8(x2). Because E(XO) = 8(xo) 
- 8(- x o), this problem is equivalent to knowing the 
asymptotic expansions of (5.1) and (5.7) with 8(xo) 
changed to 8(- xo)' Then it is easily seen that these 
integrals can be brought into the form 

¢( y) = fO dx o e ixoYo J-xo dx e iX3Y3!(X x) 
-00 Xo 3 0' 3 

(5.10) 

with!(xO'x3 ) given again by Eqs.(5.6) or (5.8). This 
transform is of the type (3.34). So the solution of 
this problem is also included in the results of Sec. 3. 
The lower terms of the asymptotic expansions for 
the transform (5.9) are given in Table m. 
To make the meaning of our results clearer let us 
illustrate them by an example. For cp(x) we take the 
function 

(5.11) 

where P is a fixed timelike 4-vector, and for the sing­
ular part s(x) = 8(xO)o(x2). This function does not 
belong to the space S in the variable x because px = 
const for x on a certain spacelike hyperplane. How­
ever, the integration regions of the Fourier trans­
forms considered in this section are the inside or the 
surface of the light cone, and so this does not affect 
our discussion. Going to the rest frame of p we get 
from (5.6) 

(5. 12) 
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TABLE III. The leading terms of the asymptotic expansions of ii>(y) = J dx eiXYdxo)s(x2)<P(x). The function!(xo,x3 ) is defined in the same 
way as in Table n. The constants m and k are again fixed real numbers and iY3i -> "". 

Limit Leading Terms of the Asymptotic Expansions of ii>(y) = J dx eiXYE(xo)s(x2)<p(x) 

Yo = ± Y3 

Yo = ± Y3 + k 

Via the relation 

d k e -ax
2

/ _ ~ 0 
dxk x=o -J ak12k !(-I)k/2 

for k odd 
(5. 13) 

for k even 
~ (1k)! 

one gets easily from Table IT for the limits Yo = mY3' 
IY31 ~ co, 

21T 1 1 + 3m 2 Pa 4) 
---- + 41T - + o(Y3 
1- m 2 y~ (1 - m 2 )3 yj 

Re¢( y) = for m =t ± 1 (5. 14a) 

1T P~ - + - + o(y-4) for m = ± 1 
2y~ 4yj 3 

and 
~O(Y3CO) for m =+= ± 1 

Im¢ (y) = (_1T3/2 
for m = ± 1 

2POY3 

(5. 14b) 

Similarly it follows for the limit Yo = mY3 + k, ly 3 1 

~ co that 

Re¢(y) = 

21T 41Tmk 41T(3m2 + 1) 
----- + + -----
(1 - m2)y~ (1 - m2)2y~ (1 - m 2)3 

(1 + ~ pa)+ o(Y35 ) for m 4= ± 1 
2P5 yj 

1Tk (3 k2 ) 1 1T k 
- 2P5 1F1 1'2; 4P5 Y3 + 2yj - 4y~ 

+o(Y34 ) form=±1 (5.15a) 

for m 4= ± 1 

for m = ± 1 
(5. 15b) 

Alternatively, for the simple example (5.11) the 
Fourier transform (5.1) can also be calculated 
exactly. The result is, for Yo = mY3' 

Re¢(y) = ~ (m + 1) 1F1 (1, 1; _ y~ (m + 1)2) 
2P~ 2 4PB 

- (m - 1) 1F1 1,-,- y~ , (5. 16a) ( 
3. (m - 1)2) 
2 4PB 

Im¢(y) = 1T3/2 lexp (_ y2 (m - 1)2) 
2PY3 c 3 4PB 

-exp(-y~(m4;t2)J. (5. 16b) 

Via the asymptotic expansion for the confluent hyper­
geometric function IF1(I,i;x) for Ixl ~ co, Ref. 29, 
p. 508, Eq. (13.5.1) 

( 
3 ) ..fir eX 1 1 

1F1 1'2;x = 2 rx - 2..f1i ;-

x ~1 (- l)nr(n + 1) + O( Ix I-N+1), (5.17) 
n=O xn 

one gets from Eq. (5.16) 

(_,fir_1T 'I;1 r(n + 1)2
2n

pa
n 

[ 1 _ 1. l + O(y-2N-2) 
_ J yj n=O y~n (m + 1)2n+l (m - 1)2n+1J 3 

for m 4= ± 1 

(5. 18) 
Re¢ (y) = ~,fir ~ 1r .In_+_.!._) p_2_n 

L..J - 2 0 + O(y-2N-2) for m = ± 1 
2y~ n=O y~n 3 

and Eq. (5. 15b) for the imaginary part. It is easy to 
see that the leading terms of this equation agree with 
Eq.(5.15a). Similarly, one can derive asymptotic 
expansions for the limit Yo = mY3 + k with the result 

N-1 22nn! p2n (_ k 2 ) 
Re¢(y) = - 1T 6 L(-1/2) --

n=O yf n+2 n 4P~ 

x ( 1 + 1 )+~ 
(m - 1)2n+1 (m + 1)2n+l 4P~ 
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TABLE IV. The leading terms in the asymptotic expansions of the integral transform (5.20) for various limits. The function!(x l ,x2,X
3

) is 
defined through Eqs. (5. 22) and (5.25). The constants m, n, a, and b are fixed real numbers. 

Limit Leading Terms of the Asymptotic Expansions of the Fourier Transform ,j>( Y l'Y2) 

YlO = mY20'Y23 = ny20 

iYlOi -> 00 

Excluded are those values of 
m and n which match any 
other case in this table. 

Y20 = Y23 = ° 
iYlOi--->oo 

YlO = 0,Y23 = Y20 

iY23i ---> 00 

YlO = mY20,m t ° 
Y23 = Y20 

iY20i ---> 00 

YlO = ° 
Y23 = nY20, n of ± 1 

iy 20i ---> 00 

YlO=mY20+ a 

Y23 = ny20 + b 

_ 1 1 - n itO, 0, 0) i 1 [ 1 - n (1 a 1 a) I 
'P(Yl'Y2)=--2-log------3- log-- --+-- !(X l ,X2'X 3)1 

Y20 1 + n mn Y20 mn 1 + n maxI n aX3 xI~x,~x3 

iY20i ---> 00, m and n so that 
they do not match any other 
case 

1 + n( a b) d (!(0,X 2, - x2) itO, X2' X2)) 2ib!(0, 0, O)J + ilog-- - + - !(O,O,O) + - - - ---- + o(y- 3 ) 
1 - n m n dx 2 1 - n 1 + n x,~o 1 - n2 20 

Y20 = a'Y 23 = b 

iylOi---> 00 

YlO = a'Y23 = Y20 + b ¢(y 1'Y2) = ~ log(- 2iCY20) 1"" dx1eiaXI!(X 1,0,0) - -'-" 1"" dx Ie iax i J 00 dx 2e-
ib

" logx2!(x l' X2' - X2) 
Y20 0 Y20 0 0 

YlO= mY 20+ a 

Y23 = Y20 + b 

iY20i ---> 00 

YlO = a'Y23 = nY20 + b 

nt±l 

1Y20i ---> 00 

X L; L(1/2) -
N-1 22n(n - I)! p~n (_ k2) 

n=l y~n+1 n-1 4P@ 

( 1 1) X + + O(y-2N-1) 
(m - 1)2n (m + 1)2n 3 

for m :f ± 1 and 
(5. 19a) 

Re¢(y)=--- F 1 -'- +- L; k ( 3 k 2
) 1 N-1 

2P~Y3 1 1 '2'4p 2 2 n=O 

X L(-1/2) -- -- L; P6nn! (k2~ k
N

-
1 

y~n+2 n 4p2 4 n =1 

p2n-2(n - 1)' (k2 ) 
X • L~Yr) - -- + O(Yj2N-1) 

Y3
2n

+
1 

4P6 (5. 19b) 
for m = ± 1. For the imaginary part we get again 
(5. 15b). The functions L~a)(x) are the generalized 
Laguerre polynomials, Ref. 29, p. 774. Again, the lead-

+ o(Y:i6) 

ing terms of Eq. (5.19) are easily seen to agree with 
the corresponding expansions (5.11) which were de­
rived with the help of Table n. So we have a nice 
check of our results from Sec. 3. 

Finally, we come to the following integral transform, 
which depends on two 4-vectors Xl and x 2 : 

¢(Yl'Y2) = ! dx 1! dX 2 eiX1Y1eiX2Y28(X10)8(X20)O(XV 

x o(x~)o[(X1 - x 2 )2]¢(x 1,x2 ). (5.20) 

We go to a special Lorentz frame. It is defined 
through the conditions that the vectors Y1 and Y2 have 
the form Yl = (Y1o, 0) and Y2 = (Y20' 0, 0'Y23)' This 
is always possible if Y 1 is timelike. It is not difficult 
to see the changes which have to be made in the fol­
lowing discussion if both 4-vectors Y 1 and Y 2 are 
spacelike. We choose the direction of Y2 as polar 
axis and call the polar and azimuthal angles of the 
vectors Xl and x2 ' n1 = (8 1 ,1/11) and n2 = (8 2 ,1/12), 
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respectively. Then the integral (5.1) reads 

¢( y y) = JOO dx e iXlOYlOjOO dx e iX 20Y20 
l' 2 0 10 0 20 

X JOO dlx111 x l 12J dQ,lj<X> dlx211x212 
o ° 

x J dQ,2 e-iIX21IY2IcOse26(x~)6(x~) 

x 6[(x 1 -x2)2]¢(x lO ,x20 , Ix11, Ix21,Q,11Q,2)' 
(5.21) 

Using the 6 functions to perform some of the integra­
tions and defining 

We get from Eq. (5. 21) 

1 V. N. Gribov, B. L. loffe, and 1. Ya. Pomeranchuk, Yad. Fiz. 2, 768 
(1965); [Sov. J. Nucl. Phys. 2,549 (1966)]. 

2 B. L. loffe, JETP Lett. 9, 97 (1969) 
3 R. A. Brandt, Lecture given at the Hamburg Summer School (1971). 
4 Y. Frishman, Acta Phys. Austriaca 34,351 (1971). 
5 J. M. Cornwall and R. Jackiw, Phys. Rev. D 4,367 (1971). 
6 R. Jackiw, D. Dicus, and V. TepUtz, Phys. Rev. D 4, 1733 (1971). 
7 M. Gell-Mann and H. Fritzsch, in Broken Scale Irwariance and the 

Light Cone, edited by M. Gell-Mann, Lectures from the Coral 
Gables Conference on Fundamental Interactions at High Energy, 
January 20-22 (1971) (Gordon and Breach, New York, 1971). 

8 R. Jackiw, R. Van Royen, and G. B. West, Phys. Rev. D 2, 2473 
(1970). 

9 R.A.Brandt,Phys.Rev.D 1,2808 (1970);Phys.Rev.Letters 23, 
1260 (1969). 

10 W. Ruhl, in Springer Tracts in Modern Physics (Springer, Berlin, 
1971), Vol. 57. 

11 P. stichel, contribution to "Ecole Internationale de la Physique 
des Particules Elementaires, Basko Polje-Makarska (Yougo­
slavie), 1971." 

12 H. Leutwyler and J. stern, Nucl. Phys. B 20,77 (1970). 

With the substitutions xlO = X 1 ,X20 = x 2 ' and x 20 x 
cos82 = x3 , it follows that 

(5.24) 

where 

!(x1,x2,x3) = ¢(x10'x 20 , cos(2 )· (5.25) 

The integral transform (5.24) is of the same type as 
Eq. (4.1). By using the results of Sec. 4 the lower 
terms of the asymptotic expansions of ¢(Yl'Y2) are 
given in Table IV. 
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We construct a realization of the U. ,1 and lU. groups as multiplier representations of the space of functions 
on the Un group manifold. Making use of the orthogonality and completeness of the U. unitary irreducible re­
presentation matrix elements (UffiME' s), we are able to express the U •. 1 boost and IU. translation matrix 
elements (the generalized Wigner d-functions) of the principal series of urn's as an integral over a compact 
domain (unit disc) of two U. d-functions, phases, and the multiplier. This is an extension to the unitary groups 
of a method previously used [J. Math. Phys.12, 197 (1971») to find the SO.' SO •. 1> and ISO. UffiME's in a re­
cursive fashion. We establish a number of symmetry properties, the asymtotic (Regge-like) and contraction 
(U ft ,1 --> lU.) behaVior of these functions. 

1. INTRODUCTION 

The unitary and pseudo-unitary groups in nuclear 
and elementary-particle physics have been used 
mainly through the associated Lie algebra. 1 The 
states of a system are identified with the components 
of the bases for unitary irreducible representations 
(Urn's) classified in some mathematically conven­
ient or physically relevant chain of subalgebras. In­
teractions are then represented by operators with 
either irreducible tensor properties under the group 
or constructible in some simple fashion out of the 
universal enveloping algebra. Thus, the Wigner coef-
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ficients and the matrix elements of the generators of 
the Lie algebra2 have played the main role in the ap­
plications of unitary groups. 

The orthogonal, pseudo-, and inhomogeneous-ortho­
gonal groups, on the other hand, have been widely used 
in connection with their finite transformations, either 
as a geometry group or in harmonic analysis on the 
502 1 and 503 1 groups, whose um matrix elements 
(ME" s) constitUte a "best set" of functions in which 
to expand high-energy scattering data. 3 Also, a num­
ber of field theories have made use of the Poincare 
group (15° 3 ,1) manifold. 4 
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There has been a corresponding increase of interest 
in considering the UIRME's-the generalized D and 
d-functions-as "special functions," 5 that is, as or­
thogonal and complete6 sets of functions in terms of 
which one can expand any well-behaved function on 
the group manifold which, furthermore, due to the 
group properties, exhibit summation and recursion 
formulae, the emphasis being placed not so much in 
their explicit expressions which, like the series ex­
pansion of a Bessel function, provides at best a limit­
ed insight into the aforementioned properties, but in 
the relations between functions which these properties 
imply. 

It was in this spirit that we treated in Ref. 7 the 
generalized Wigner d-functions for the SOn,SOn,l' 
and [SOn groups.8 In the present paper we apply the 
techniques developed in Ref. 7 to the unitary (Un)' 
pseudo-unitary (Un.l)' and inhomogeneous unitary 
(IU n) groups. As the method is essentially parallel, 
we shall skip most of the introductory material on 
multipliers as well as the detailed description of the 
Un manifold and representation theory. In these, we 
use the concepts introduced in Ref. 9, giving a sum­
mary of notation in Sec. 2. 

The U 2 UIRME's are essentially the classical Wigner 
d-functions.Beg and Ruegg10 and T.J.Nelsonll stud­
ied the U 3 harmonic functions, the analog of the S03 
spherical harmonics on the (five-dimensional) mani­
fold of the complex 3-sphere C3 ~ U2\U3 , the eigen­
functions of the Laplace-Beltrami operators of the 
manifold. Using these techniques, Fischer and R~czka 12 
gave explicit expressions for the U and Up har­
monic functions. These can be used in orderQto find 
the UIRME's themselves, as was done by Holland13 
for SU 3 and by Delbourgo, Koller, and Williams14 for 
SUn' This technique, however, can only give the 
[JIJ···J I n] UIR's of the general Un in> 3) groups 
since 9 only these can be realized on the C n ~ Un - 1\ 
Un homogeneous space. 

A different line of approach was followed by Chac6n 
and Moshinsky,15 who expressed the general U3 trans­
formation as a product of several U 2 transformations 
and transpositions. This method was extended to Un 
by Flores and Niederle. 16 Taking these d-functions 
as known, our approach hinges in defining the action 
of a Un, 1 group as a group of transformations of the 
Un manifold such that, while the canonical Un sub­
group of Un ,l produces "rigid" mappings (leaving 
the Haar measure invariant), the boosts of U 1 pro-n, 
duce "deformations" of the manifold. This is detailed 
in Sec. 3. By considering those transformations 
which commute with the canonical U

n
_1 subgroup, 

it is sufficient to define the" deformation" on the 
G~ ~ Un -1 \ Un manifold. This leads to a multiplier 
representation and to the expression, in Sec. 4, of 
the Un,l d-functions of the principal series of 
UIR's17.18 in terms of an integral over a compact 
domain of two Un d-functions, phases, and a multiplier. 
Some properties of the d-functions are exhibited in 
Sec.5. In Sec. 6, a similar procedure gives the IU 
d-functions. These are checked to correspond to n 

contractions19 of the Un ,I d-functions. 

The formalism works best when we use the unitary 
analog of the Euler angles, 15 ,20 the" last latitude" 
angle in Un ,I being a boost and, in IU ,a real trans­
lation. As for the orthogonal groups, 't we want to 

emphasize that our procedure gives the Un ,I princi­
pal series of UIRME's classified by the canonical 
chain of subgroups. Several properties are apparent 
from the integral form. This method seems to be ex­
tendable to other groups and manifolds in essentially 
the same form. 

2. THE UNITARY GROUP MANIFOLDS AND REPRE­
SENTATIONS 

The Euler-angle parametrization15,20 of Un can be 
defined, enclosing collective variables in curly brac­
kets: 

Un ({<t>, e}(n») = Un_1 ({<t>, e}(n-l)) Cn ({<t>(n), e(n)}), 
(2.1a) 

Cn ({<t> (n), e(n)}) 

_ {(n») {(n»)c {{ (n) (n)} - cP n <t>n r n-1,n en- 1 n-l <t> ,6 ), (2.1b) 

(2.1c) 

where r pq(e) are rotations bye in the p-q plane of an 
n-dimensional complex coordinate space Zn :3 Z, and 
<J>k{<t» are phase rotations by <t> in the kth coordinate. 
Defining 

Z{{ <t>, e}) = cn ({<t>, e})-1zo 

for a fixed Zo E zn, we introduce complex- spherical 
coordinates in zn as 

Zk({<t>, e}) == rk{{<t>})e-i\l>k= re-i(¢n+"'+¢k) 

x sin6n_1" . sin6k cos6k_V (2.2a) 

for k = 2, ... , n - 1. For k = 1 we can put formally 
eo == O,while for k= n 

Zn{{<t>, e}) == rn{{e})e-i\l>n = re-i¢n cosen_ 1. (2.2b) 

ChOOSing the ranges15 6 i E: [0,1T/2] (i = 1, ... , n - 1), 
<t>j E [0, 21T) (j = 1, . ", n), we give to r l{e}) the mean­
ing of the modulus of Z and t/J k as its phase. 

For fixed r we have the (2n - I)-dimensional mani­
fold of the complex n-sphere Cn ~ Un _ 1 \ Un with 

(2.3a) 

dllk{¢k.eH) = sin2k-3ek_l cosek-1d<t>kdek_1' (2.3b) 

dc 1 {{<t>,·})=dIl 1 {<t>I,·)=d<t>1' (2.3c) 

and through (1.1) we construct the Haar measure for 
Un' Integrating (2. 3) over Cn we find its area to be 
ICn I = 21Tn/r(n). The volume of Un is,from (2.1), 
voW n = voW n -1' 1 C n I, volU 1 = 21T. 

For the Un -1,1 group, the rotation angle in the 
{n - l)-n plane in (1. 1b) is replaced by a boost 
b n -I,n (~), ~ E: [0, oc) in that plane, while for the IU n-1 

group, it is replaced by a real translation tn -1 (~), 
~ EO [0, oc) in the (n - l)th direction. 

The Un Gel'fand kets2,21 will be abbreviated7 

I I n , I n_1), where I n == [In . l' I n,2' ••• ,In,n] labels the 

UnUIR and I n - 1 its row index: I n - 1 == {In- 1,Jn- 2, 
... ,J I}' where J k denotes the UIR of the canonical 
Uk subgroup of Un' The individual labels J km obey 
the known "zig-zag" inequalities 
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Jk,m -1 ? J k- 1 ,m-1 ? J k,m' n ? k ? nz ? 2. (2.4) 

The Un representation D-matrices are thus labeled 
as 

D~:_l.-Jh_l [Un ({cp, e}(n»)) 

== (JnJ n- 1 Iun({cp, e}(n» IJnJ~-l)' (2.5) 

and can be decomposed through (1. 1) into sums of 
products of the phase functions 

P~L (cp) == (JkJk-11<I>k(CP)IJkJk-1)' (2.6) 

which are diagonal and independent of the U m (m > k 
and m < k - 1) labels, and the generalized Wigner d­
functions 

dJ k (e) 
J k -1,J k - 2 ,J'k-l 

== (Jk J k _ 1 J k- 2 lr k-1,k(e) IJkJ'k-1J k-2), (2.7) 

diagonal in the Uk and U k-2 UIR labels and indepen­
dent of the U (m > k and m < k - 2) labels. The Un 
D-functions (2.5) are orthogonal and complete on the 
Un manifold with the Un Haar measure and the Plan­
cherel weight dimJ/volUn• 

For the Un - 1•1 and IUn - 1 groups, the Gel 'fand pat­
terns 17,18 are similar to the Un ones, except for the 
labels J n1 and J nn which are,in general,complex and 
do not abide (1. 4). The representations are thus in­
finite-dimensional. The d-functions we want to cal­
culate , which we shall denote by Pd and ld for the 
pseudo- and inhomogeneous-unitary groups, are the 
matrix elements respectively, oflhe boost b(~) and 
the real translation t(~) in the corresponding Euler­
angle parametrization. 

3. THE Un ,1 ALGEBRA AND MULTIPLIER REPRE­
SENTATION 

The set of operators on the complex n-space zn 
~ k := Z _a_ _ k ~ (3. 1) 

j j az k Z azJ 

with Zk = Zk (complex conjugation) ,have the well­
known commutation relations of the generators of the 
un algebra. 21 They leave the n-sphere Cn ~ U n- 1',Pn 
invariant. If we add the Zk and zk (k = 1, ... , n) to 
the set (3.1), we have the generators of an iUn alge­
bra. USing the second-order Casimir operator 

(3.2) 

(sum over repeated indices, unless otherwise indicat­
ed), we can construct, out of the universal enveloping 
algebra of iun, the operators 

(o)e~+l:= ~['l1(n) ,Zk] + aZk = zle 1
k + (~n + a)zk' 

(3.3a) 

(0)e:+ 1 == i['l1(n),zk] + a zk = Zl el + (-~n +a)zk, 

(3.3b) 

( o)e ~ : i == [(")e: + 1, (o)e nk + 11 - <.S % = z ZZ j e j + (a + u) 

(3.3c) 

(no sum over k), where a is an (as yet) arbitrary com­
plex number. As the notation suggests, (3. 3) together 
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with (3. 1) generate au 1 algebra which leaves C 
invariant with r = 1. E~ch value of a gives a diffe~ent 
set of generators which will produce a corresponding­
ly distinct urn, as can be seen from the u 1 Casimir n, 
operator 

lJI(n,l)(a) = 'l1(n,1)(O) + a 2 + (12 (3.4a) 

and the unitary invariant 
n 

n(n,l):=2:: e~-~~!i=-a-a. (3.4b) 
k o 1 

We can build an SOn, 1 C Un ,1 subalgebra generated 
by 

M. k := e. k - e k (1.:; j < k .:; n) 
J J ) 

(3.5a) 

and 

(o)M k ,n+1 == (o)e n
k+1- (0)8:+ 1 (k = 1, •. . ,n), 

(3.5b) 

anti-Hermitean under the measure (2.3). The opera­
tors (3. 5a) will generate boosts in the kth direction. 
Now, since (o)Mn ,n+1 commutes with the genera-
tors of u n-1' its action on Un can be fully studied as 
the action on C n ~ Un _ 0 Un' It is sufficient, there­
fore, to construct (0 lM.n ,n + 1 in terms of the complex­
spherical coordinates (2.2). Direct calculation through 
(2.2), (3.1), (3. 3), and (3. 5b) yields 

(olM . e A.. a 
n,n+1 = sln n-1 cos'!-'n ae

n
-

1 

+ (sece n_1 + cosen_ 1)sincpn a!n 

• A.. a - secB
n

_
1 

Sill'!-'n ~ + cosBn_ 1 '!-' n-1 

[in + 2i Ima)cosCPn - 2i Rea sincpnl. (3.6) 

The exponentiation of (3.6), for a = 0 yields the action 
of b n .n + 1 (~) on Cn and can be found from the action 
of Un ,1 on itself (in the Iwasawa decomposition 
Un ,1 = Un' A' N) modulo N, in the same fashion as 
was done in Ref. 7, generating the following trans­
formation of z E Cn : the unit disc I zn I .:; 1, 

I Z n cosh~ - sinh~ 
z .. ~ Z - -------

n n cosh~ - zn sinh~' 
(3.7a) 

which defines CPn ~ cP~ and (jn ~ e~, and 

CPn-l ~ CP~-l 

= CPn-1 + arg(cosen_ 1 cosh~ - expicpn sinh~) 

== CPn-1 + X(CPn' en-I> ~), (3.7b) 

all other coordinates of z remaining unaffected. This 
can be seen as the "complexification" of the more 
familiar transformation tan ~e ~ tan~e' = e c tan1e 
which appears in connection with the pseudo-ortho­
gonal groups3.7,8,22. The Jacobian of the transforma­
tion (3.7) is 

dcn({cp', e'}) = dlln(CP~' e~-l) = (Sine~_1)2n (3.8) 

dcn({cp, e}) dlln(CPn' en- 1) sinen _ 1 

We have thus, for a = iT (T real), a unitary multiplier 
representation23 of bn,n+1(~) on the space of func­
tions f on Cn (and therefore on Un) as 
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T( a)(b n ,n+1 (~))f(z) ==exp[~( a)Mn ,n+1l!(z) 

== [sine~_/ sinen _l ]n +a fez'). (3.9) 

4. THE Un - 1 MATRIX ELEMENTS 

The phase functions (2.6) are the matrix elements of 
transformations generated by ('?, k k (no sum). AS21 
('?,k k iJn +1Jn ) == W k /Jn+ l J n ) with wk == El=l J kl -

E t[ J k-l.l 

p~k (¢)==exp(iw k ¢), k==j, ... ,n+ 1. (4.1) 
k-l 

The eigenvalue of the unitary invariant (3. 4b) is 
WI + w2 + ... + wn - Wn +1' For a pure imaginary, 
(3.4b) is zero and hence wn +1 == 6~1 Jnk • 

The calculation of the Un ,I P d-functions, however, 
will require the multiplier representation (3.9). 
Given a set {¢( ~) } kEN (N an index set determined 

k 
by 11) of orthogonal functions on a manifold M, a 
representation of a group of transformations G3 g 
of M can be constructed as 7 

D~~:')(g) == [w(k)w(k,)]l/2(q/:), TO')(g)¢~»)M' (4.2) 

where W is the Plancherel weight of N. Using for M 

the U manifold and DJ~ , J---'- as the set of ortho-
n n-1 n-1 

gonal functions, we proceed to prove that, in close 
analogy with the orthogonal groups7, the Pd-functions 
can be found as 

(4.3) 

where the connection between a, J~ _ l' {3, and the Un. 1 
urn labels I n +1 will be clarified below. 

At ~ == 0, the orthogonality of the D's insures that 
Pd~ny J' (0) == 6 J J' (the Kronecker 6 in the coI-

n n-l n n' n 

lective indices I n and J~ stands for a product of 6's 
in the individual indices J nk and J~k' k == 1, ... , n). 
The completeness of the D's gives the addition for­
mula 

~ Pd~n:/ J" (~1) Pd~~;P J, (~2) == d~n;p J, (~1 + ~2)' 
J" n n-l n n n-l n n n-l n 

n (4.4) 

hence (4.3) together with (4.1) and (4.2) for g E Un 
provide us with a representation Un ,1' There is no 
invariant subspace. This construction gives us the 
classification through the Gel'fand patterns of the 
Un,l urn I n + l == {a,J~ -1,{3} since the individual in­
dices I n + l 1 == a, I n +1 k+1 == J~-l. k (k == 1, ... , n), 
~+1.n+1 ~ (3 restricted through the zig-zag inequali­
ties ~2. 4) for Un ~ Un -1> when taken as the Un. 1 UIR's 
restrict in turn the urn labels of Un C Un ,I' The 
"end point" labels a and (3 will now be related to a 
when we identify them as the continuation of the values 
of J 1,1 and I n+ I.n + 1 entering into the expressions 
for (i) the unitary invariant (3. 4b) eigenvalue 

(4.5a) 

(the sum extending over the allowed values of the free 
index) and (ii) the second-order Casimir operator 

(3.4a) eigenvalue 

~Jn, l,k(Jn t 1.k - 2k + n + 2) == a(a + n) + (3({3 - n) 

+~J~_1.k(J;'_1,k-2k+ n), (4.5b) 

which, if the representation is to be unitary, (iii) has 
to be real. Lastly, (iv) the dependence of (4. 5b) on 
a == iT must be that given by (3.4a). 

All four conditions (i)-(iv) can be satisfied by the 
choice a == - -Hn + ~J~_l,J + iT and (3 == ~(n-
~J~ -1 k) - iT. The parameter T can be identified 
with Chakrabarti' sl 7 parameter E, and seen to label 
the continuum of principal series urn's of Un l' 
Values of T and - T give equivalent urn's. . 

The integral over Un in (4.3) can be simplified when 
the D's are written in terms of P' s, d's, and the Un - l 
D's as in (2.1). Orthogonality relations can be used 
to yield Kronecker 6' s in the corresponding labels, 
and the multiple integral reduces to an integral over 
the unit disc: 

(dimJn dimJ~)l/2 (vOW n _1)2 
Pd{a·J~-l·J3J (0 == X 

I n J n -1 J~ dimJ n _ 1 dimJ~ _ 1 voW n voW n - 2 

x ~ dimJn_2 j'dlln(¢, e) p~:)¢) d~~_l I n-
2 

I n-
1 

(e) 
In -2 

X (:~~~)n+iT expf(~Jn-1- ~Jn-2) x(¢, e, ~~P~t-l (¢,) 

x d~~ J J (8'), (4.6) 
n-l n-2 n-l 

where the primed variables are related to the un­
primed one through the transformation (3.7). 

5. SOME PROPERTIES OF THE Pd-FUNCTIONS 

We will not attempt here the explicit evaluation of 
(4.6). Several properties are apparent, however, from 
the integral form (4.3)-(4.6): 
(i) the group property yields the addition formula (4.4); 
(ii) unitarity of the representation gives 

(5.1) 

(iii) invariance of the scalar product (4.3) under the 
involution un 4 u~l and the unitary of the UnD's 
imply 

(5.2) 

(iv) the asymptotic behavior (~ -7 <Xl) is similar to the 
Regge behavior of the SO 1 d-functiond4 ,7.8: It is n, 
exponentialy decreasing in ~. As the disc (3. 7a) 
streches towards the point z" == -1, sine'/sine ~ ci: 

and 

6. THE IU MATRIX ELEMENTS 
n 

We consider now the finite translations generated by 
zk and Zk as a multiplier representation on the space 
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of functions f on C n' The real translat ion f n (;) E 

ISO n C fUn [taking the place ofr'L1,n(e) in (2.1b)] is 
generated by x = 'Hzn + zn) = r cosen_ 1 cosCPn and n .. 
has the action 

(6.1) 

which is unitary for real r, but produces no deform a -
tion of the Cn manifold. Again, as xn commutes with 
the generators of un _ 1> the action (6. 1) of x n on en 
can be used to construct the fUn UIR's through (4.2) 
and, analogously to (4.3) and (4.6), we find the IU n 

Id-functions as 

Id{y,J~-1,s} ( ) _ (dimJn dimJ~)l/2 
J J J' ; - --v-ol"""U---"--

n n-l n n 

(D~k_1 J n-l' T(YJ( fnW)D:1_1 ,In-J 

[dimJn dimJ~]l/2 (voW n_1)2 

dimJn _ 1 dimJ~_1 voWn voWn _2 

~ dimJn _2 jdJln(cp, e) 
In-2 

x P~:-l (cp) d~nh_l I n-2 I n- 1 (8) 

exp[ir; cose coscp]P~~ (cp)d~~ J J (e). 
n-l n-l n-2 n-l 

(6.2) 

The iU n second-order Casimir operator z zZz has 
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eigenvalues r2, and thus r (real) labels the fUn UIR's 
corresponding to Chakrabarti's17 parameter K. The 
Id-functions (6.2) are independent of the label s. This 
label enters into the picture when we consider the 
phase of the translation ~n +1 (cp). Its matrix elements 
follow from (4. 1) and will not be considered again. 
Properties analogous to those presented in the last 
section follow. 

As was the case for the orthogonal groups 7, the Un 1 
group can be defomed in the Inonii-Wigner sense19' 

into the fUn group when we consider UIR's with 
T --7 OCJ while keeping T~ = r;. The multiplier (3.9) 
becomes then 

(sine'/sin8)n+iT ~exp[ir; cose coscp] 

while, as ~ --7 0, there is no deformation of the group 
manifold. Comparing (4.6) and (6.2) we see that 

w, 
~T = ~ Y 

thus, characterizing the value of the last IU n label 
when we maintain the eigenvalue of the unitary in­
variant (3.4b) as zero. 
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An explicit classification of the semisimple complex Lie subalgebras of the simple complex Lie algebras is 
given for algebras up to rank 6. The notion of defining vector, introduced by Dynkin and valid for subalgebras 
of rank 1, has been extended to the notion of defining matrix, valid for any semisimple subalgebra. All defining 
matrices have been determined explicitly, which is equivalent to the determination of the embeddings of the 
generators of the Cartan subalgebra of a semisimple subalgebra in the Cartan subalgebra K of the Simple alge­
bra containing this subalgebra. Moreover, the embedding of the root system of the subalgebras in the dual 
space K* of an algebra is given for all subalgebras. For the S-subalgebras of the simple algebras (up to rank 
6), the embedding of the whole subalgebra in an algebra is given explicitly. In addition, the decomposition 
(branching) of the defining (fundamental) and adjoint representations of an algebra with respect to the restric­
tion to its S-subalgebras has been determined. In the first part of this article a brief review of Dynkin's theory 
of the classification of the semisimple Lie subalgebras of the simple Lie algebras is given. No proofs are re­
peated, and at places where concepts have been extended and new results derived, merely an indication for their 
proof is given. This part of the article will serve as a prescription for a classification of semisimple subalge­
bras of the simple Lie algebras of rank exceeding 6. Later in the article, explicit expressions are given for the 
index of an embedding of a simple Lie subalgebra in a simple Lie algebra. These expressions are valid for the 
classical Lie algebras of arbitrary rank as well as for the exceptional Lie algebras. 

1. INTRODUCTION 
The semisimple Lie algebras and their linear repre­
sentations play an important role in many branches 
of physics. The states of a physical system may be 
classifiable as states of some reducible or irreduc­
ible representation of a simple or semisimple Lie 
algebra. This happens in the case of the familiar 
angular momentum group SO(3), as a consequence of 
the invariance of a physical system under rotations 
in ordinary 3-space, as well as for many other groups, 
which may leave invariant only part of the Hamil­
tonian of the system. Examples of groups of this type 
can be found, for instance, in nuclear physics,1-3 
atomic spectroscopy, 4 and elementary particle phy­
sics. 5, 6 

If a particular Lie algebra is utilized in some model, 
two things may happen. On the one hand, it may be­
come essential to know the Lie subalgebras of this 
Lie algebra (for example, in order to obtain physi­
cally meaningful labels for the states, as it happens 
in nuclear and atomic physics). On the other hand, 
it may become of interest to extend the symmetry to 
larger symmetries (as in the example of the exten­
sion of isotopic spin to unitary spin in particle phy­
sics), in which case the original Lie algebra becomes 
a subalgebra. 
In recent years more and more Lie algebras and, for 
a given Lie algebra, various chains of subalgebras, 
have come into use in atomic and nuclear physics. 2 - 4 

Moreover, the embedding of Lie algebras in the alge-

simple algebra G 

/ ~ 

bras of higher rank is of importance for both the 
search of larger symmetries5 as well as for the 
(mathematical) state labeling problem. 7 It seems, 
therefore, to be justified to give an explicit classifi­
cation of the semisimple Lie subalgebras of the sim­
ple Lie algebras, up to some reasonable rank (::s 6), 
serving as a sort of catalog of all semisimple Lie 
subalgebras of a Simple Lie algebra. Apart from a 
mere classification of the Lie subalgebras, their 
embedding in the Lie algebra is given explicitly, 
which should make this classification even more valu­
able. In view of Lie subalgebras of simple Lie alge­
bras of rank> 6, a brief resume of Dynkin's theory is 
given, supplemented with some extensions of his con­
cepts (the introduction of the defining matrix), in 
order to serve as a prescription for the classification 
of the semisimple Lie subalgebras of those simple 
Lie algebras not considered in this article. 

The tables contained in this article are arranged in 
such a manner that the information they contain is 
given in "building blocks." That is, whenever the sub­
algebras of some simple algebra are to be classified, 
this classification can be achieved by putting together 
the various subalgebras obtained from the tables 
according to the rules given below. This has the ad­
vantage that the same tables can also be used (to­
gether with additional information) for the classifica­
tion of the subalgebras of simple algebras with rank 
>6. 
Below a scheme is given (with the definitions to 

regular subalgebras G' S-subalgebras of G 
(simple, nonsimple, (nonregular) ~ 

maximal, nor-maximal) (6) / ~ 

~maximal S-subalgebras of G nonmaximal S-subalgebras 

. . / \ /OfG~ 
slmple maXImal S- non simple maximal nonmaximal nonmaximal 

subalgebra of G (9) S-subalgebras of G simple nonsimple 
(10) S-subalgebras S-subalge-

of G (11) bras of G (11) 
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follow later) for the determination of all the semi­
simple subalgebras of a simple algebra. The numbers 
refer to the sections which treat the particular kind 
of subalgebra. 

The scheme indicates that, in the first step, the sub­
algebras are separated into regular subalgebras and 
S - subalgebras oj G. The part to the right then gives 
a classification of all S - subalgebras of G. This same 
classification has to be applied to each one of the 
regular subalgebras G' (in fact, G itse If is a trivial 
case of a regular subalgebra). That is, for given regu­
lar subalgebra G' , all subalgebras of G' have to be 
found which are S-subalgebras with respect to G', and 
this has to be done for every regular subalgebra G' . 
Proceeding in this manner all semisimple subalge­
bras of G are obtained. The S-subalgebras of a 
proper regular subalgebra G' of G are called R - sub­
algebras of G. 

Some work previously done and related to ours can 
be found in Refs. 8-12. 

2. SEMISIMPLE LIE ALGEBRAS 

Let G be a semisimple complex Lie algebra. For 
every Cartan subalgebra K of the algebra G there is 
a canonical decomposition 

(2.1) 

where ~ is the system of roots of the algebra G and 
G a a one-dimensional root subspace. Every element 
X of the algebra G can be expressed in terms of the 
generators Hi of the Cartan subalgebra K and of the 
roots vectors E a , 

n 

X =6 biHi + 6 caEa' bi,c a E C. (2.2) 
i=l aEI: 

In a semisimple algebra G, a scalar product can be 
introduced by 

(X, Y) = Tr[ad(X)ad(Y)), X, Y E G, (2.3) 

where ad(X) is the adjoint representation of the ele­
ment X. This scalar product is invariant with res-

pect to all automorphisms of G. Similarly, for any 
representation cp of G a scalar product can be defined 
by 

(X,Yh=Tr[cp(X)cp(Y)), X,YEG. (2.4) 

Both scalar products are related by a numerical fac­
tor 

(X, Y)l = (X, Y)l <j>' (2.5) 

where I <j> is independent of the elements X and Y and 
is called the index oj the linear representation cp of G. 
Its value is given by13 

l<j> = [N(cp)/N(G)](M,M + 2Ro), (2.6) 

where N(cp) is the dimension of the representation 
cp, N(G) the dimension of the algebra G, M the highest 
weight of the representation cp, and 2R 0 the sum of 
all positive roots of G. The indices of the fundamen­
tal representations of the simple algebras are given 
in Ref. 14. 

Given a Cartan subalgebra K of G there exists its 
dual space K*, consisting of all linear forms p(H), 
H E K. There is a one-to-one correspondence be­
tween the elements H p and p(H) of the two spaces K 
and K* defined by 

H,Hp E K, p(H) E K*. 

From this isomorphism it follows that a scalar pro­
duct can be defined in K* by setting 

(2.7) 

where H p , H a are the elements of K which correspond 
to the elements p(H), a(H) of K*. From the automor­
phism of the spaces K and K* it also follows that we 
may regard an element p(H) E K* as an element p of 
the space K by means of the formula 

p(H) = (p,H), 

which expresses the linear form p(H) as scalar pro-

TABLE I. Simple systems of roots. 

An Bn 

~ 
G'1 = e 1 - e 2 

f 
G'1=e 1 -e2 

0!2=e2 -e3 01 2 = e 2 - e 3 

01 3 = e 3 - e 4 0!3=e3 -e4 

9 O!k = e k - e k • 1 9 G'k = e k - e k • 1 

I:, 0n-1 = en - 1 - en ~ 0n-1 = en _1 - en 

J Iln = en - en + 1 01 = e n • 

F4 
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Cn 

I 
011 = e 1 -e2 

0!2=e2 -e3 

0!3=e 3 -e4 

• Ci k =ek -ek +1 

~ G'. = 2en 

D. 

t 
0!1=e1 -eZ 

O!z=eZ -e3 

? G'3=e3 -e4 

9 G'k = e k - e k • 1 A 01._2 = e._ z - e.-1 

an - 1 = en - 1 - en 

an == en - 1 + en 

01 1 = e1 - e2 

G'2=e Z -e3 

01 3 = e 3 - e 4 

01 4 = e4 - e 5 

01 5 = e5 - ea 
O!a=e 6 -e7 

01 7 = e7 - es 
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duct between the elements p, H E K. Subsequently 
p{H) will be considered both as an element of K* as 
well as an element p E K. 

The roots and weights belong to the space K* and can 
be expanded with respect to some basis (for example, 
a 1T-system of simple roots15). Having chosen some 
basis, an ordering of the elements of K* can be intro­
duced with respect to this basis. If {a v a 2' •.• , an} 
represents the basis chosen, the vector 

is called positive, and we write p > 0, if the first non­
vanishing component r i is positive. In particular the 
elements of the basis are positive. [With this defini­
tion one of the following alternatives holds for any 
element p of K*: Either p is positive or (-p) is posi­
tive or p is zero.] We say the element a is higher 
than the element p, and write a > p, if a - p > O. The 
element p is then said to be lower than the element a. 

The scalar product in K is defined up to an arbitrary 
constant. Generally this constant is fixed with the 
condition that the square of the length of the maximal 
root be equal to 2. With this normalization and using 
an orthonormal basis for K and K*, we have 

n 

(p,a) = (Hp,Ha) =6 ris;, 
;=1 

(2.8) 

where r i and Si are the cartesian components of p, a 
and H p' H a' respectively. For the algebra Cn , the 
scalar product is defined as (the square of the length 
of a maximal root for Cn is 4) 

n 

(p,a) = (Hp,Ha) = ~ 6 r;s;. 
i=l 

(2.9) 

Throughout this article we use cartesian coordinates 
for the roots and weights. In Table I a representation 
is given for the systems of simple roots. 

3. EMBEDDING OF A SUBALGEBRA 

A faithful embedding f of an algebra G in an algebra 
G is defined by an isomorphic mapping f of G into G, 

X ---j f{X) E G, for every X E G, 
such that f{[X, Y]) = [f{X),f{Y)). 

The image of X can be expressed in terms of the 
generators of G 

n 

f{X) = 6 bkHk + 6 caEa' 
k=l aEE 

(3.1) 

(3.2) 

where the Hk denote an orthonormal basis in the Car­
tan subspace of G and E a the root vectors of the sub­
spaces Ga. 

Two embeddings f 1 and f 2 of the algebra G in G are 
called equivalent if there is an inner automorphism 
U of the algebra G such that 

(3.3) 

In order to classify the semisimple Lie subalgebras 
of the simple Lie algebras, all the (inequivalent) 
classes of faithful embeddings of the subalgebras G 
into the algebra G have to be found. 

Given some embedding f of G in G, both simple alge­
bras, the relation 

(3.4) 

determines a scalar factor ji independent of X, Y. 
Under an inner automorphism of G this factor is in­
variant, and thus is the same for all the equivalent 
embeddings of the algebra G in G. For this reason 
this factor can be used to label the different classes 
of inequivalent embeddings. The fa<ltor j 1 is called 
the index of the simple subalgebra G in the simple 
algebra G. Some of the properties of this index are16 

(i) j i is an integer number .. 

(ii) If GIs;;. G 2 s;;. G 3 are simple algebras, the index 
of G 1 in G 3 is the product of the indices of G1 in 
G2 and G2 in G 3 • 

(iii) If f v f 2' ••• ,f s are embeddings of a simple alge­

bra G in the simple algebra G and if 

[fi{X),fj(Y)] = 0 for i."t j, X, Y E G, 

then fl + f2 + ... + fs is again an embedding and 

(iv) Given some embedding f of the algebra G in G, 
some linear representation cp of the algebra G 
and the representation 1> = ¢f of G which is in­
duced by cp on the subalgebra G, the index is 

(3.5) 

where I "'i' I '" are the indices of the representa­
tion cpf, cp, respectively. 

From a theorem b¥ Gantmacher17 it follows that for 
any embedding of G in G it is always possible to find 
a Cartan subalgebra K of G such that f{K) C K, where 
K is a Cartan subalgebra of G. In particular 

n 

f{Hi) = 6 fikH k' 
k=l 

i=1,2, ... ,n', k=1,2, ... ,n, 
(3.6) 

where Hi and Hk are a basis for K and K. Since this 
basis is orthonormal, we have 

n 

6 fikfmk =jAm' 
k=l 

(3.7) 

If G is restricted to a subalgebra G, the elements of 
the space K will be mapped through an orthogonal 
projection onto elements of the subspace K, 

H ---j f*{H) E K. 

For two arbitrary elements H E K and H E K, it 
holds that18 

(H,f{H» = (f*{H), H), (3.8) 

with 

(3.9) 

From the isomorphism between the Cartan space and 
its dual space it follows that 
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(p,J(p'» = (j*(p),p') (3.10) 

for two arbitrary elements p EO k* and p' EO k*. If P 
and p' are expressed in Cartesian coordinates, (3.10) 
reads 

(3.11) 

where Jik is given by (3.6). A similar expression has 
been obtained in Ref. 19 for the relationship of the 
parameters of the toroid of G and its subalgebra G. 
From a theorem by Dynkin20 it follows that if r a' is 
the set of roots of G which proj ect onto a root 0" of 
G, the embedding of the elements Ea' of G in G is 
given as 

(3.12) 

Thereby the following properties hold: 

(i) For two roots Q1',{3' of G,ra , n r ll , = O. 

(ii) For a root 0" and its negative - 0" we have 
r_a,=-ra,· 

(iii) C a' a = ca',-a for arbitrary 0",0', where C is the 
complex conjugate of c. 

(iv) J(Q1') = BaH Ie a' a \20'. 
a' 

(v) jf = BaETa' \c aa,\2. 

Collecting the coefficients Jik alld C aa' in a matrix U 
representing the embedding of G in G, it holds 

regular 
{

simple 

nonsimple 

4. CONDITIONS FOR A SUBALGEBRA 

Let G be a semisimple algebra with Cartan subspace 
K, and let Ha"H Il " ••• ,Ho' be a set of linearly inde­
pendent elements of K. Suppose that some elements 
Ea" E_a" ... , Eo" E- o' of the algebra G exist which 
satisfy the relations 

(i) [Ha"H Il ,] = 0, ) 

(ii) [Ha"E±I3'] = ± (Q1',{3')E±B' ~{ 
(iii) [Ea"Ka'] = Ha" 

(iv) [Ea"K B,] = 0, 0" '" {3'. 

for all 

Q1',{3', ••. ,O'. 

Then the minimal subalgebra G of G which contains 
these elements is semisimple and the set of roots 
0' ' , {3' , •.. , 0' forms a possible system of simple roots 
for G withEa"E- a" .• . ,E6 ,E_6 , as the correspond­
ing root vectors.21 

The conditions for a subalgebra as given above are 
equivalent to: 

(i) There exists at least one representation cJ> of G 
whose weights project onto the weights of some 
representation $ of G. 

(ii) For each simple root 0" of G there exists one or 
several roots 0' of G which project onto 0" • 

(iii) The root 0" must be expressible as a linear com­
bination of those roots 0' which proj ect onto 0" • 

The commutat~r [Ea"E_a,] must belong to the 
Cartan space K for all 0" • 

5. CLASSIFICATION OF SUBALGEBRAS 

(a) Let G be a simple algebra. According to Dynkin's 
theory,22 all the semisimple subalgebras of G belong 
to one of the following types of subalgebras: 

semisimple 
subalgebras 
of simple 
algebras 

{ 

S-subalgebras 

) 

rank 1 
R -subalgebras 

simple 

{ 

S-subalgebras 
rank> 1 

{

principal 

nonprincipal 

{

maximal 

nonmaximal 

nonregular 

nonsimple 

(b) Let G be a semisimple algebra and let 

be a decomposition of G into a direct sum of simple 
ideals. Suppose we know already all maximal semi­
simple subalgebras-regular as well as nonregular­
of each simple algebra Gk , k = 1,2, ... , s. Then all 
maximal semisimple subalgebras of the semisimple 
algebra G can be found following rules given in Sec. 
11. Now let G be one of these maximal semisimple 
subalgebras of the algebra G. In general G will not 
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R - subalgebras 

{

maximal 

{ 

S-subalgebras . 
nonmaxlmal 

R -subalgebras 

be simple and in turn its semisimple maximal sub­
algebras will be found by following the rules given in 
Sec. 11. Obviously, these maximal subalgebras of G 
are subalgebras of G, though not maximal subalge­
bras. Following this procedure all semisimple sub­
algebras of G will be obtained. 

From the above it follows that all semisimple sub­
algebras of a semisimple algebra can be determined 
once all semisimple subalgebras of the simple alge­
bras are known. Therefore, this article is limited to 
the determination of all semisimple subalgebras of 
the simple algebras. 
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TABLE II. Extension of the simple systems of roots. 

Dn V 6 = - e1 -e2 

6. REGULAR SUBALGEBRAS 

6 
~ 

A 

Let G be a semisimple algebra. A subalgebra G of 
the algebra G is called regular if there is a Cartan 
subspace K of G, such that for 

G = k + 6_ Ga , 
a'EL 

the relations k ~ K and I; ~ ~ hold. 

The subalgebra G is semisimple if the following con­
ditions are satisfied: 

(i) If 0' EO I; then - 0' EO I;; 
(ii) k is the linear closure of I;. 

In order to construct the regular semisimple sub­
algebras it is more convenient to work with the sys­
tems of simple roots15 (1T-systems) due to the follow­
ing theorem: 23 

Let 0' l' 0'2' ••• , O'm be a 1T-s~bsystem of roots of a 
semi simple algebra G. Let G be the minimal sub­
algebra of G which contains the root vectors E a , 

1 

E , ... , E ,E_ , ... , E_ . Then the subalgebra G 
CX 2 Ci m a l CXm 

is a regular semisimple subalgebra and the system 
0' l' ~ 2' .•• 'O'm is a possible system of simple roots 
for G. 

In order to find all the possible subsystems of ~ 
which are 1T-systems the following method can be 
used 24; 

(1) Let G be a simple algebra of rank n; its system 
of simple roots will be equivalent to one of the dia­
grams of Table I. Let us adjoin the lowest root (with 
respect to the ordering in K*, Sec. 2) to this system. 
If the representation of the simple roots is that of 
Table I, the coordinates of the lowest root 0 will be 
those given in Table II. 

(2) Remove arbitrarily one of the roots O'j(i = 1,2, 
... ,n) from an extended diagram. We will obtain at 
most n different diagrams corresponding to 1T-SYS­
terns, which may split into mutually orthogonal sub­
systems. 

(3) For each of the diagrams obtained in (2) apply step 
(1) to its non splitting subsystems of systems of sim­
ple roots. Repeat the same process until no new 1T­
systems of n elements are obtained. The 1T-systems 
obtained in this manner are called maximal1T-sys­
tems. 

(4) From each maximal1T-system remove arbitrarily 
m < n roots in order to obtain 1T-systems of n - m 
elements. All the possible 1T-systems which are sub­
systems of the system of roots ~ of G are exhausted 
by this method. Among the 1T-systems obtained in 
this manner there may be some which are trans­
formed into each other by the Weyl group; in this case 
the corresponding subalgebras will be conjugate. 

The maximal1T-systems for the classical algebras up 
to rank 6 obtained in the manner described above are 
given in Table III. The maximal1T-systems for the 
exceptional algebras are given in Table 10 of Ref. 13. 

AU the regular semi simple subalgebras for the clas­
sical algebras up to rank 6 are obtained by applying 
step (4) to the maximal1T-systems. The result is 
listed in Table IV. To each type of subalgebra listed 
in this table corresponds one class of conjugate regu­
lar subalgebra, except in the case of Dn and for the 
case of subalgebras of the type 2A1 andA 3 in D 4 ; 

3Al'A1 + A 3 , and A5 in D6: To every such type 
correspond two classes of conjugate subalgebras, 
transformable into each other by an outer automor­
phism of Dn' For the exceptional algebras, the regu­
lar subalgebras are given in Table 11 of Ref. q. (In 
Table 4 we use the notation 2A1 for A1 + A 1, 3A1 
for A1 + A1 + A ,etc. The index of the regular sub­
algebra is given lor each simple ideal with respect 
to the simple algebra; this index is always 1, except 
when indicated explicitely in the form of a raised 
index, for example AV. 
The embeddings of the regular subalgebras G in a 
simple algebra G are given in Table V. Also in Table 
V are listed the mappings f* of the weights m of the 
algebras G onto weights m' of their regular subalge­
bras G. 
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TABLE m. Maximal 7T-systems of simple algebras. 

Al A2 B z - Cz A3 B3 C3 
....----'---- ~ 

0 r 0 
0 

~ ; f 
0 

~ 
0 0 

0 0 

0 
0 

• 0 

A4 B4 C4 D4 
A A r " /' " 

I ~ iY 0 0 

~ 
0 

0 
0 0 Y 0 

0 0 

~ 
0 0 0 

0 
0 

0 0 
0 0 

• 0 0 0 

A5 B5 
A 

/' " 

t ! 
0 

I Y Y i 
0 

0 0 

~ 
0 

0 
0 0 

• 0 • 
Cs Ds 

/' 
A , . 

! 
0 

0 
0 0 0 0 

Y ! ~ 
0 

0 
0 0 

0 ~ 
0 0 

0 0 
0 0 

0 0 

A6 B6 
A r 

!Yyy! IY 0 0' 0 

0 0 0 

~ 
0 0 

0 0 0 

~ o. I 0 0 

0 
0 

• 0 0 

Cs 
A r " 0 

0 
0 

0 
0 0 

0 
0 0 0 

! 
0 

0 
0 0 0 0 

~ ~ 
0 

0 0 
0 0 

0 0 ~ 
0 0 

0 0 0 
0 

0 

D6 
~ 

YYj 
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TABLE IV. 
Regular semisimple sub algebras of 

classical algebras up to rank 6. 

A4 B4 C4 

~~lrD-4 

I A~ + Al I A3 + Ai 

I A z Ii B2 + 2AI 

1

2Al 4Al 

Al A3 

I I B3 

I

i ' A2 + Ai 

r-~ 2C 2 , 

I C z + 2AI 
I , 4Al 

I A~ 
C 3 

I A~ +AI 
C z +AI 

D4 

4AI 

A3 

3AI 

A2 

2AI 

Al 

B2 +AI 

3Al 

2AI + At 

A2 

Bz 
2AI 

C 2 +Af 

I' 

3AI 

2Al +Ar 

A z 
I C z 

A4 

A3 +AI 

2A z 
A3 

A2 +AI 

3Al 

A2 

2AI 

Al 

C4 +AI 

C3 + C2 

C3 + 2AI 

2C; + Al 

C2 + 3AI 

5AI 

A~ 
C4 

A~ +AI 

C3 +AI 

C3 +Ai 

A~ +Cz 

Al +Ai 

Al 

Ai 

Ds 

D4 +Ay 

A3 + B2 

A3 + 2AI 

B3 + 2Al 

4Al +Ai 

A4 

B4 

D4 

A3 +AI 

A~ + 2AI 

2C 2 
C z + 2AI 

C2 +Al +Ai 

4Al 

3Al + Ai 

A§ 

C3 

A~ +Al 

A~ +Ai 

C2 + Al 

C2 +Ar 

1

2A
l I I Al +Ar 

1
2Ai I 

I ~~ I 
Bs 

A3 +Ai A2 +Ai 

B3 +Al Ba +Al 

A2 +B2 3Al 

A z + 2AI 2Al + Ai 

B2 + 2AI A2 

4AI B2 

3Al +Ar 2AI 

A3 Al +Ar 

B3 Al 

I A2 +AI I Ai 

3AI A3 + 2Al 

2AI +AI A4 

Al + 2Ai D4 

A~ A3 +AI 

C2 A2 + 2Al 

2Al 4AI 

Al +Ai A3 

2A¥ A2 +AI 

Al 3Al 

AI A2 

2Al 

Al 
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A5 

A4 + Al 

A3 +Az 
A4 

A3 +Al 

2A2 

A2 + 2Al 

A3 

A2 +Al 

3Al 

A2 

2Al 

Al 

C 5 +AI 

C 4 + C 2 

C 4 + 2Al 

2C 3 
C 3 +C 2 +A l 

C 3 + 3Al 

3C 2 

2C 2 + 2Al 

C 2 +4Al 

6A l 

lAg 

I C 5 

A~ +AI 

C4 + Al 

C 4 +Ai 

I A5 + C2 

A~ + 2AI 

C 3 + A2 

C 3 + C 2 

'C 3 +2A l 

~Al +Ai 

T ABLE IV contd 

D6 A3 +B2 

D5 + AI A3 + 2Al 

B4 + 2AI A3 +AI +AI 

D4 + B2 B3 +A2 

D4 + 2Al B 3 +2A I 

2A3 A2 + 2Al +A~ 

A3 + B3 B2 + 3Al 

A3 + 2AI + Ai 4Al + AI 

B2 + 4AI 5A I 

6Al A4 

A5 B4 

B5 D4 

D5 A3 +Al 

A4 + Ai A3 +Ai 

B4 +Al B3 +Al 

D4 +AI 2A2 

D4 + AI A2 +B2 

A3 +A2 A2 + 2AI 

A~ +C 2 +AI C 2 + 2AI 

A~ + 3Al 4Al 

2C 2 + Al 3Al +AI 

2C2 + AI 2AI + 2AI , 
C z + 3Al A2 

3 

C 2 +2A I +AI C 3 

5Al A~ + Al 

1:;1 +AI 
A~ +AI 

C 2 +Al 

C 4 C 2 + AI 

A~ +Al 3AI 

A5 +AI [ 2A l + Ai 

C 3 +Al Al + 2Ai 

C 3 + Ai 3AI 

2A~ A2 
2 

A~ + C 2 C 2 

A~ + 2AI 2Al 

A~ +Al +Ar Al +AI 

2C 2 2Al 

C 2 + 2Al Al 

C 2 +A I +Ai AI 
--

TABLE Va. 

A2 +A l +AI 

B2 + 2Al 

4Al 

3AI + AI 

A3 

B3 

A2 + Al 

A2 +AI 

B2 +AI 

3AI 

2Al + Ai 

A z 
B2 

2AI 

Al + AI 

Al 

A2 
I 

D4 + 2AI 

2A3 

A5 

D5 

D4 +A I 

A3 +A2 

A3 + 2AI 

5A l 

A4 

D4 

A3 +Al 

2A2 

A2 + 2Al 

4Al 

A3 

A2 + Al 

3Al 

A2 

2Al 

Al 

Embeddings ! of the regular subalgebras 
in a simple algebra. 

!(Ea ) = E a , a E f; 

f(H;) = H;,i=I,2, ... ,n',forG=B.,Cn,Dn 

G = En'! en" Dnl 

j(H,l = Hi - [1/(n' + 1)] (HI + H2 + '" + Hn'+l)' i= 1,2, ... ,n' + 1, 

forG =Bn,C.,Dn;G =An' 

!(H;) = Hi + [1/(n' + 1)] (H. '+2 + Hn '+3 + '" + Hn'+l)' i = 1,2, ... , 

n' + l,for G =An;G =An' 

with n' .,; n. 

I 

I 
I 

I 

TABLE Vb. Mappings f*(m) '" m' for subalgebras of Table Va. 

G =Bn,Cn,Dn;G :::::Bn"Cn"Dn,: 

m/=mi'i=1,2, ... ,n', 

G =Bn,Cn,Dn;G =A., 

m; = m; - [1/(n' + 1)] (m 1 + m 2 + ... + mn '+1)' i = 1, 2, ... ,n' + 1 

G =An;G =An,: 

m; = m; + [1/(n' + 1)] (mn'+2 + m.'+3 + ... + mn+l ), 

i = 1,2, . .. ,n' + 1, 

with n' .,; n. 

7. THREE-DIMENSIONAL SUBALGEBRAS 

The three algebra~~l,Bl' a_nd C1 are isomorphic. 
Their generators H ,E+, and E_ satisfy the following 
commutation relations: 

[ii, E+J = 2E+, [E+, kJ = ii. 
(7.1) 

We assume the algebra G, given by these commuta­
tion relations, to be a subalgebra of a semisimple 
algebra G. Let f denote the embedding of G in G. 
Then, if f(H) E K, 

n 

f(H) = 6 f k Hk, 
kcl 

where the n elements Hk are assumed to form a basis 
for the vector space K. The vector 

is called the defining vector of the three-dimensional 
(3d-) subalgebra G. Considering the linear forms of 
the dual space K* as elements of the space K (Sec. 2), 
the only positive root a of the 3d-subalgebra is in the 
space K given as 

a = [2f/(j,f)] (7.2) 

and vice versa 

f = [2a/(a,a)]. (7.3) 

The name defining vector stems from the following 
property25; Let G1 , C2 be 3d-subalgebras of a semi­
simple algebra G, and let f l,j 2 be the corresponding 
defining vectors. A necessary and sufficient condi­
tion that there exists an inner automorphism of G 
transforming G1 into G2 is that there exists an inner 
automorphism of G transforming f 1 into f 2' Thus 
the problem of finding all classes of conjugate 3d­
algebras is equivalent to finding all defining vectors 
which are inequivalent with respect to the Weyl group. 

Let us consider the Dynkin diagram (Table I) for the 
simple roots a i of an algebra G and attach to each dot 
of the diagram (representing one of the simple roots) 
the value (j, ail, where f is the highest defining vector 
with respect to some ordering in the Cartan subspace 
K of G. The resulting diagram (with numbers attach­
ed) is called the characteristic diagram of the 3d­
subalgebra corresponding tof; A necessary and suffi­
cient condition that two 3d-subalgebras of a semi­
simple algebra are conjugate is that their character­
istic diagrams coincide. 26 

The defining vector fyields the following information: 

(i) The embedding of the generator H of G in G: 
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(ii) 

n 

f(fI) = 6 f"H", H" E G. (7.4) 
"=1 

The mapping of the weights of a representation 1> 
of G into the Cartan subspace K of the 3d-sub­
algebra G: 

* 1 n 
f (m) = "2.t? f"m" (7.5) 

(iii) The indexjj of the algebra G in G: 

. 1 n 
Jj = -2 6 f"f", 

"=1 
n 

if G = Cn' (7.6) 

(iv) The embedding of the positive root a' of G in G: 

f(a') = f. 

(v) The characteristic diagram of G with respect to 
some ordering in G. 

In deriving the properties listed above the fact has 
been used that (a', a') = (ii, ii) = 2. Moreover, the 
factor! ariSing for the case G = Cn due to Eq. (2. 9), 
has been absorbed into the defining vector f. 
For the classification of the non regular semisimple 
subalgebras it is necessary to define the R-subalge­
bras and S-subalgebras. Let G be a semisimple alge­
bra. An R - system is a subset of the elements of G 
such that these elements are contained in a proper 
regular subalgebra of G, that is in a regular subalge­
bra which is neither the entire algebra nor the null 
algebra. An S-system is a subset of the elements of 
G which is not a R - system. An R - subalgebra is an 
algebra which is an R-system. An S-subalgebra is (l.n 
algebra which is an S-system. Every semisimple R­
subalgebra is contained in some semisimple proper 
regular subalgebra G' of the algebra G. 

Three-Dimensional S-Subalgebras27 

(a) Principal: The highest defining vector satisfies 
(f, a i ) = 2 for all simple roots a i of G. If f is ex­
pressed in terms of the simple roots of G, 

f = 6 Ic a l 2a, (7.7) 
aE7f 

the embedding of the generators of G in G is given by 

f(il) = 6 Ic a l 2Ha' 
aEIr 

f(EJ = 6 caEa' 
aE7f 

f(k) = E CaKa· (7.8) 
aEIr 

The elements f(il), f(E.) , f(EJ as given above satisfy 
the commutation relations (7.1). 

(b) Nonprincipal: For the algebra Dn , besides the 
principal 3d-subalgebras, there are [(n - 2)/2) pair­
wise nonconjugate 3d-S-subalgebras; their character­
istic diagram has the form 

2 2 2 2 2 0 2 0 202 

~o~~-o--o·.~ 
~ 6 (r = 1,2, ... , [~(n - 2)]). 

II - 1 - 2r 2 
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For the exceptional algebras there are, besides the 
principal S - subalgebras, the following S - subalgebras, 
given by the characteristics 

E6: 2 2 0 2 2 

~' 
2 

E7: 2 2 2 0 2 2 2 0 2 0 2 2 

o-D-~' 0-v-o--rv -0 , 

2 2 

E8: 2 2 2 2 0 2 2 2 2 0 2 0 2 2 

O---O-~ o---D , 

~ 
2 2 

In order to find the embedding of the nonprinCipal 3d­
subalgebras, we express the defining vector f in 
terms of the ro~ts a of G which project onto the posi­
tive root a' of G. The set of roots a for which f*(a) = 
a' is denoted by r a" Then 

f = f(a') = 6 \C a l 2a 
aEr a' 

and 

f(il) = 6 
aEra , 

' 12 ICa Ha.' f(EJ = 

f(EJ = 6 caE-a' 
aEra , 

Three-Dimensional R -Subalgebras 

Let G be a simple algebra and 

G' = Gi + G2 + ... + G; 

(7.9) 

6 caEa' 
aEra , 

(7.10) 

a proper regular subalgebra of G, with G k' k = 
1,2, ... , s, simple ideals. For each simple ide~l Gk 
(k = 1,2, ... , s), we take one 3d-S-subalgebra G". 
Then 

is a 3d-R - subalgebra with respect;. to G. If f" is the 
defining vector of the subalgebra Gk , the sum 

is the defining vector of the subalgebra G. 

This construction yields all the 3d-subalgebras of the 
simple algebras, because we know all the regular 
subalgebras as well as the 3d-S-subalgebras. Every 
3d-subalgebra of a simple algebra G is either a regu­
lar subalgebra of G, an S-subalgebra of G, or an S­
subalgebra of one of its proper regular subalgebras 
(anR-algebra of G). 

Table VI gives all the 3d-subalgebras of the classical 
algebras up to rank 6. The 3d-subalgebras of the 
exceptional algebras are given in Tables 16-20 of 
Ref. 13. 
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TABLE VI. Three-dimensional subalgebras of classical algebras up to rank 6. The second column shows the minimal including regular sub­
algebra; when the S-subalgebra is not principal the symbol (ar ) is written after the regular subalgebra, r being the number of zeros in the 
characteristic diagram. The third column gives the index of the 3d-subalgebra; if there are several subalgebras with the same index, the first 
will be distinguished with one prime, the second one with two primes, and so on, corresponding to the order of the defining vectors f I < f 2 < 
f 3 •• '. The fourth column gives the defining vector in cartesian coordinates. For the algebras B2 ~ C 2 and A3 - D3 two sets of defining vec­
tors are given corresponding to two different representations of these algebras. 

Algebra Regular subalgebra 

B2 ~ C2 Al 

2AI;AI 

B2 

B3 Al 

2AI;Ai 

Al +Ai 

A 2; 2AI + AI 
A3;B2 

B3 

2AI;Ai 

3AI;AI + Ai 

A~ 

C2 

C2 + Al 

C3 

Al 

2AI 

A2 

A2 +AI 

A3 

A4 

Al 

2AI 

2AI;Ai 

3AI;AI + AI 
A 2; 4A I ; 2AI + Ai 

A2 +AI 
A3 

A3;B2 

B2 +AI 

B2 + 2AI;A3 +AI;D4(a l ) 

B3;D4 

B4 

Al 

2AI;Ai 

3Al;AI + AI 
4A I ; 2AI + AI; 2AI 

A~ 
A~ + Al 

C2 

C 2 + Al 

C 2 + 2A I ;C 2 +AI 

2C2;A~ 

C3 

C 3 + Al 

C4 

Index Defining vector 

4 

1 

2 

10 

2 

4 

10 

2 

3 

4 

10 

28 

2 

3 

8 

10 

11 

35 

2 

4 

(1,0,-1) 

(2,0,-2) 

(1,1) (1,0) 

(2,0) (1,1) 

(4,2) (3,1) 

(1,0,0, -1) (1,1,0) 

(1,1, -1, -1) (2,0,0) 

(2,0,0, -2) (2,2,0) 

(3,1, -1, -3) (4,2,0) 

(1,1,0) 

(2,0,0) 

(2,1,1) 

(2,2,0) 

(4,2,0) 

(6,4,2) 

(1,0,0) 

(1,1,0) 

(1,1,1) 

(2,2,0) 

(3,1,0) 

(3,1,1) 

(5,3,1) 

(1,0,0,0,-1) 

(1,1,0, -1, -1) 

(2,0,0,0, -2) 

5 (2,1,0, -1, -2) 

10 (3,1,0, -1, -3) 

20 (4,2,0, -2,-4) 

(1,1,0,0) 

2' (1,1,1,1) 

2" (2,0,0,0) 

3 (2,1,1,0) 

4 (2,2,0,0) 

6 (2,2,2,0) 

10' (3,3,1,1) 

10" (4,2,0,0) 

11 (4,2,1,1) 

12 (4,2,2,0) 

28 (6,4,2,0) 

60 (8,6,4,2) 

2 

3 

4 

8 

9 

10 

11 

12 

20 

35 

36 

84 

(1,0,0,0) 

(1,1,0,0) 

(1,1,1,0) 

(1, 1, 1, 1) 

(2,2,0,0) 

(2,2,1,0) 

(3,1,0,0) 

(3,1,1,0) 

(3,1,1,1) 

(3,3,1,1) 

(5,3,1,0) 

(5,3,1,1) 

(7,5,3,1) 

Algebra Regular subalgebra 

D4 Al 

2AI 

2AI 

3AI 

4AI;A2 

A3 

A3 

D 4 (a l ) 

D4 

Al 

2AI 

3AI 

A2 

A2 +AI 

2A2 

A3 

A3 + Al 

A4 

A5 

Al 

2AI 

2AI;Ai 

3AI;AI + Ai 
2AI + AI 

A 2; 2AI + Ai; 4AI 

A2 + AI; 3AI + Ai 

A2 + 2AI;A2 + At; I 
4AI + AI \ 

A3 

A3;B2 

A3 + AI;B2 + Al 

A3 +AI 

A3 + 2AI;A3 + AI I 
B2 + 2A I ;D4(a l ) \ 

A2 + B 2 ;D4(a l ) + Ai 

A4;A3 + B2 

D4;B3 

B3 +AI 

D4 +AI;B3 + 2AI ;D5(a l ) 

D5;B4 

B5 

Al 

2AI;Ay 

3AI;AI + AI 

4A I ; 2AI + AI; 2AI 

5A I ; 3AI + A!;AI + 2At 

A~ 

A~ +AI 

A~ + 2AI;A~ + AI 
C2 

C 2 +AI 

Index Defining vector 

(1,1,0,0) 

2' (1,1, 1,±1) 

2" (2, 0, 0, 0) 

3 (2,1,1,0) 

4 (2,2,0,0) 

10' (3,3,1, ±1) 

10" (4,2,0,0) 

12 (4,2,2,0) 

28 (6,4,2,0) 

2 

3 

4 

5 

8 

10 

11 

20 

35 

(1,0,0,0,0, -1) 

(1,1,0,0, -1, -1) 

(1,1,1, -1, -1, -1) 

(2,0,0,0,0, -2) 

(2,1,0,0, -1, -2) 

(2,2,0,0, -2, -2) 

(3,1,0,0, -1, -3) 

(3,1,1, -1, -1, -3) 

(4,2,0,0, -2,-4) 

(5,3, 1, -1, -3, -5) 

(1,1,0,0,0) 

2' (1,1,1,1,0) 

2" (2,0,0,0,0) 

3 (2, 1, 1, 0, 0) 

4' (2,1,1,1,1) 

4" (2,2,0,0,0) 

5 (2,2,1,1,0) 

6 (2, 2, 2, 0, 0) 

10' (3,3,1,1,0) 

10" (4,2,0,0,0) 

11 (4,2,1,1,0) 

12' (3,3,2,1,1) 

12" (4,2,2,0,0) 

14 (4,2,2,2,0) 

20 (4,4,2,2,0) 

28 (6,4,2,0,0) 

29 (6,4,2,1,1) 

30 (6,4,2,2,0) 

60 

110 

2 

3 

4 

5 

(8,6,4,2,0) 

(10,8,6,4,2) 

(1,0,0,0,0) 

(1,1,0,0,0) 

(1,1,1,0,0) 

(1,1,1,1,0) 

(1,1,1,1,1) 

8 (2, 2, 0, 0, 0) 

9 (2,2,1,0,0) 

10' (2,2,1,1,0) 

10" (3, 1,0,0,0) 

11 (3, 1, 1, 0, 0) 
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T ABLE VI contd 

Algebra Regular subalgebra 

C s C2 + 2A l ;C 2 + Ai 

C 2 +3A l ;C2 +A l +Ai 

A~ + C 2 

A5; 2C2 

A5 +Al ;2C 2 +Al 

C3 

C 3 +Al 

C3 + 2A l ;C 3 +Ai 

Aa 
C 3 + C 2 

C4 

C 4 +Al 

Cs 

Al 

2Al 

2AI 

3Al 

A 2;4A l 

A2 + Al 

A2 + 2Al 

A3 

A3 

A3 +Al 

A3 + 2A l ;D4(a l } 

A4 

D4 

DS(a 1 } 

Ds 

Al 

2Al 

3Al 

A2 

A2 + Al 

A2 + 2Al 

2A2 

A3 

A3 + Al 

A3 +A2 

A4 

A4 +Al 

As 

A6 

Al 

2Al 

2AI;Ai 

3AI 

3AI;AI + AI 

4A I ; 2Al + Ai 

4A I ; 2AI + Ai;A2 

5A I ; 3AI + Ai;A2 + Al 

6A l i 4AI + Aii A 2 + 2A I ; t 
A2 + Ai \ 

A2 + Al + Ai 

A2 + 2Al + AI; 2A2 

Index Defining vector 

12 (3,1,1,1, O) 

13 (3,1,1,1, I) 

18 (3,2, 2, 1, O) 

20 (3,3,1,1, O) 

21 (3,3,1,1, I) 

35 (5,3,1,0, O) 

36 (5,3,1,1, O) 

37 (5,3,1,1, I) 

40 (4,4,2,2, O) 

45 (5,3,3, 1, I) 

84 (7,5,3, 1,0) 

85 (7,5,3,1, I) 

165 (9,7,5,3,1) 

2' 

2" 

3 

4 

5 

6 

(1,1,0,0,0) 

(1, 1, 1, 1, O) 

(2, 0, 0, 0, 0) 

(2,1,1,0,0) 

(2, 2,0,0,0) 

(2,2,1,1,0) 

(2, 2, 2,0, 0) 

10' (3,3,1,1,0) 

10" (4,2,0,0,0) 

11 (4,2,1,1,0) 

12 (4,2,2,0,0) 

20 (4,4,2,2, O) 

28 (6,4,2,0, O) 

30 (6,4,2,2, O) 

60 (8,6,4,2,0) 

2 

3 

4 

5 

6 

8 

10 

11 

14 

20 

21 

35 

56 

(1,0,0,0,0,0, -I) 

(1,1,0,0,0, -1, -I) 

(1,1,1,0, -1, -1, -I) 

(2,0,0,0, 0, 0, -2) 

(2,1,0,0,0, -1, -2) 

(2,1,1,0, -1, -1, -2) 

(2,2,0,0,0, -2, -2) 

(3,1,0,0,0, -1, -3) 

(3,1,1,0, -1, -1, -3) 

(3,2,1,0, -1, -2, -3) 

(4,2,0,0,0, -2,-4) 

(4,2,1,0, -I, -2,-4) 

(5,3,1,0, -I, -3, -5) 

(6,4,2,0, -2, -4, -6) 

(l,l,O,O,O,O) 

2' (I, I, 1,1,0, O) 

2" (2,0,0,0,0, O) 

3' (1,1, I, 1, 1, I) 

3" (2,1,1,0,0, O) 

4' (2,1,1,1,1, O) 

4" (2,2,0,0,0, O) 

5 (2,2,I,l,O,O) 

6 (2,2,2,0,0, O) 

7 (2,2,2,l,I,0) 

8 (2,2,2,2,0, O) 
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Algebra Regular subalgebra Index Defining vector 

A3 

A3;B2 

A3 +A l 

A3 + Al;B2 + Al 

A3 + 2AliA3 + Ai 

B2 + 2Al 

B2 + 2AliA3 + Ai; 1 
A3 + 2A I ;D4(a l } \ 

A3 + Al + Ai;B 2 + 3A I ; 

D4 +Al(a l } 

A3 + 2AI + Ai; B2 + 4A I ;\ 

D4 + 2A l (a l )i 

D4 + Ai(a l );A 3 +A2; 

A2 + B2 

A3 + B2 

10' 

10" 

11' 

11" 

12' 

12" 

12'" 

13 

14 

20' 

A3 + B 2; 2A3;A4 20" 

D 4 + B 2(a l };A 4 + Ai; 

A3+B2+Ay 22 

D 4 ;B 3 28 

D4+Al;B3+AI 29 

D4 + 2AI;Ds(al};D4 + Ai; ( 
30 

B3 + 2Al 

Ds +Ai(a l };B 3 +A2 32 

As 35 

D6(a 2};D4 + B2;A3 + B2 38 

Ds;B4 60 

B4+Al 61 

D6(a l ); Ds + Ay;B 4 + 2Al 62 

D6;Bs 110 

B6 182 

Al 

2Al;Ay 2 

3AI;Al + AI 3 

4A l ; 2Al + Ai; 2Ay 4 

5AI ; 3Al + Ai;Al + 2Ai 5 

6.'1'1; 4AI + Ai; 2Al + 2Ai; ( 6 

3Ai \ 

A~ 8 

A~ + Al 9 

A~ + 2AI;A~ + Ai 10' 

C2 10" 

A~ + 3Al;A~ + Al + Ai 11' 

C2 + Al 11" 

C 2 + 2A l ;C 2 +AI 12 

C 2 + 3A l ; C 2 + Al + Ai 13 

C 2 + 4A I ;C 2 + 2Al +AI;f 

C2 + 2AI 
14 

2A~ 16 

A~ + C2 18 

A~ + C2 + Al 19 

A~; 2C 2 20 

A~+AI;2C2+Al 21 

(3,3,1,1,0,0) 

(4,2,O,O,0,0) 

(3,3,1,1, I, 1) 

(4,2,1,1,0,0) 

(3,3,2,1, I, O) 

(4,2,1,1,1,1) 

(4,2,2,0,0,0) 

(4, 2, 2, 1, 1, 0) 

(4, 2,2,2,0, O) 

(4,3,3,2, I, I) 

(4,4,2,2,O,0) 

(4,4, 2,2,2, O) 

(6,4,2,O,0,0) 

(6,4,2, I, I, O) 

(6,4,2,2, 0, O) 

(6,4,2,2, 2, O) 

(5,5,3,3,1, I) 

(6,4,4,2,2,0) 

(8,6,4,2,O,O) 

(8,6,4,2, I, 1) 

(8,6,4,2,2,0) 

(10,8,6,4,2,0) 

(12, 10,8,6,4, 2) 

(1,0,0,0,0,0) 

(l,l,O,O,O,O) 

(1,1, 1,0,0, O) 

(1, I, 1, 1, 0, O) 

(I, I, 1, 1, 1, O) 

(1,1,1, I, 1, I) 

(2,2,0,0, 0, O) 

(2,2,1,0,0,0) 

(2,2,1, 1,0, O) 

(3, 1,0,0,0, O) 

(2,2,1,1,1,0) 

(3,1, 1,0,0,0) 

(3,1,1, I, 0, 0) 

(3, I, 1, I, I, O) 

(3, I, 1, 1, I, I) 

(2,2,2,2,O,O) 

(3,2,2, I, 0, O) 

(3,2,2, I, 1, O) 

(3,3,1, I, 0, O) 

(3,3,1,1,1,0) 

A~ + 2AI;A~ + Ai 

2C 2 + 2AI ; 2C 2 + Ai 22 (3,3,1, I, 1, I) 

A~ + C 2 ; 3C 2 

A~ + C 2 

C3 

30' (3,3,3, I, 1, I) 

30" (4,3,2,I,O,O) 

35 (5,3,1,0,0, O) 
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TABLE VI contd 

Algebra Regular subalgebra Index Defining vector 

C s C 3 +Al 36 (5,3,1,1,0,0) 

C 3 +2Al ;C 3 +At 37 (5,3,1,1,1,0) 

C 3 +3A l ;C 3 +A I +Ai 38 (5,3,1,1,1,1) 

A~ 40 (4,4,2,2,0,0) 

A~ +AI 41 (4,4,2,2,1,0) 

C3 +A~ 43 (5,3,2,2,1,0) 

C 3 + C2 45 (5,3,3,1,1,0) 

C3 +C2 +Al 46 (5,3,3,1,1,1) 

Ag; 2C 3 70 (5,5,3,3,1,1) 

C 4 
84 (7, 5, 3, 1, 0, 0) 

C 4 + Al 85 (7,5,3,1,1,0) 

C 4 + 2A I ;C 4 +Ajl 86 (7,5,3,1,1,1) 

C 4 + C2 94 (7,5,3,3,1,1) 

C 5 
165 (9,7,5,3,1,0) 

C 5 + Al 166 (9,7,5,3,1,1) 

C s 286 (11,9,7,5,3,1) 

Ds Al (1,1,0,0,0,0) 

2AI 2' (1,1,1,1,0,0) 

2AI 2" (2, 0, 0, 0, 0, 0) 

3AI 3' (1,1,1,1,1, ±1) 

3Al 3" (2,1,1,0,0,0) 

4AI 4' (2,1,1,1, 1, 0) 

4Al;A2 4" (2, 2, 0, 0, 0, 0) 

5Al;A2 + Al 5 (2,2,1,1,0,0) 

A2 + 2AI 6 (2,2,2,0,0,0) 

2A2 8 (2,2,2,2,0,0) 

A3 10' (3,3,1,1,0,0) 

A3 10" (4,2,0,0,0,0) 

A3 +AI 11' (3,3,1,1,1, ±1) 

A3 +AI 11" (4,2,1,1,0,0) 

A3 + 2Al 12' (3,3,2, 1, 1, 0) 

A3 + 2A I ;D4(a l ) 12" (4,2,2,0,0,0) 

D4(a l ) +AI 13 (4,2,2,1, 1,0) 

D4(a l ) + 2AI;A3 +A2 14 (4,2,2,2,0,0) 

A4; 2A3 20 (4,4,2,2,0,0) 

D4 28 (6,4,2,0,0,0) 

D4 +AI 29 (6,4,2,1, 1,0) 

D4 + 2A l ;D5(a l ) 30 (6,4,2,2,0,0) 

A5 35 (5,5,3,3,1, ±1) 

DS(a 2) 38 (6,4,4,2,2,0) 

D5 60 (8,6,4,2,0,0) 

DS(a l ) 62 (8,6,4,2,2,0) 

Ds 110 (10,8,6,4,2,0) 

8. THE DEFINING MATRIX 

Let G be a semisimple subalgebra of a simple alge­
bra G. Let us choose an embedding f of G in G such 
that the corresponding Cartan spaces satisfy k ~ K. 
Then the embedding f is given as 

n 

f(H;) = 6 fikHk, i = 1,2, ... ,n' :::s n, (8.1) 
k=1 

where nand n' are the dimension of the Cartan sub­
spaces K and k, respectively. We call the set of num­
bers fik the defining matrix of the embedding of G in 
G. The defining matrix is a natural generalization of 

the defining vector. Since the f(H;) are elements of 
the Cartan space K of G, an inner automorphism of 
the group G will relate a given defining matrix (fik) 
into a defining matrix of a conjugate subalgebra. Two 
defining matrices related by an inner automorphism 
of the algebra G are called equivalent. 

As in the case of 3d-subalgebras, the defining matrix 
characterizes the embedding of the algebra G in G, 
because two semisimple subalgebras of G are conju­
gate if and only if the corresponding defining mat­
rices are equivalent. 

From the defining matrix of a subalgebra G in G the 
following information can be obtained: 

(i) Embedding of the generators Hi of Gin G as 
given by Eq. (8.1). 

(ii) Mapping of the weights m of any representation 
¢ of G: 

n 

i = 1,2, ... ,n' :::s n, 2:s n'. 

(iii) Embedding of the roots o!' of G in G: 
n' 

[f(O!')]k = ~ O!;fik' 
;=1 

(iv) Indexjf of embedding of G in G: 
n 

~ fik~k = O!ijjf' 
k=1 

where for 

(a) G =An,Bn,Dn,G2,F4,Es,E7,Es' 

G = Bn"Dn"F 4 (2 :::s n' :::s n), and for 

G =Cn,G =Cn, (2:::sn'<n), 

(b) G =An,Bn,Dn,G2,F4,Es,E7,E8' 

G =Cn, (2:sn' :::sn), 

(c) G=Cn, 

G = Bn"Dn"F 4 (2:::s n' :::s n), 

(d) G =An,Bn,Dn,G2,F4,Es,E7,Es' 

G = An" G2, E 6 , E 7, Es (2 :::s n' :::s n), 

O!ij =n'/(n' + 1), for i =j, 

O!.=-l/(n' +1), fori"<jj 
lJ 

(e) G = Cn' 

G =An"G2,Es,E7,Es (2 :::sn' :::sn), 

O!ij = [n'/2(n' + 1)], 

O!ij = [-1/2(n' + 1)], 

for i =j, 

for i ,,< j. 

(v) The defining matrix satisfies the following rela­
tions: For 
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(a) G =:;Bn ,Cn ,Dn ,F4 , 

G = An" G2 , E 6 , E 7 , Ea (2 :s n' :s n), 

n'+l 

6 fik = 0; 
i=l 

(b) G = An' G2 , E 6 , E 7 , E a, 

G = An" G2 , E 6 , E 7, Ea (2 :s n' :s n), 

n'+l 

6 /;k =:; C, 
i=l 

where the constant c has been set equal to zero. 

(c) G =: An' G 2 , E 6 , E l , E a, 

G =:Bn"Cn"Dn"F 4 , 

The various values of lY.ij arise from Eq. (2. 8) and 
Eq. (2. 9) as well as from the fact that the Cartan 
subspace of the algebras An' G2 , E 6 , E 7 , Ea has been 
embedded into a space with one more dimension. 
(Thus the base is not orthonormal, but satisfies 
(Hi'Hj) = [n/(n + l)],for i =j, and (Hi,Hj ) =[-1 (n +1)], 
for i "" j, 67:; Hi = O,n the rank of the algebra). 

(vi) If G1 ~ G2 C;;; G 3 are three semisimple algebras, 
then the defining matrix of G1 in G 3 is the (matrix) 
product of the defining matrices of G 1 in G 2 and of 
G 2 in G3 • 

( .. ) If f(l) ,,(2) ,,(s) d f' . t . f 
Vll ik ,Jik , ••• ,Jik are emmgmanceso a 

subalgebra G with respect to different ideals of G, 
then 

f - ,,(1) + f(2) + ... + f(S) 
ik-Jik ik ik 

is the defining matrix of G with respect to G. 

9. SIMPLE MAXIMAL S-SUBALGEBRAS 

Let SL(N) be the group of unimodular matrices of 
dimension N, O(N) the group of orthogonal matrices 
of dimension N, and Sp(N) the group of symplectic 
matrices of dimension N. The algebra An is obtained 
from the group SL(n + 1), the algebra Bn from the 
group O(2n + 1), the algebra Cn from the group Sp(2n), 
and the algebra Dn from the group O(2n). 

A simple subalgebra G of a simple algebra G is 
called maximal if for every subalgebra G' of G satis­
rying the inclusion G ~ G' ~ G holds that either G' ~ 
G or G' ~ G. 

The problem of finding all maximal subalgebras of 
the classical algebras was solved by Dynkin.2a This 
problem is equivalent to the problem of finding all 
maximal connected subgroups for the classical 
groups S (Le., those connected subgroups of S which 
are not contained in any connected proper subgroup 
of S). Dynkin was able to demonstrate that the set of 
all maximal subgroups of one of the classical groups 
essentially coincides with the set of simple irredu­
cible subgroups. That is, with those simple transfor­
mation subgroups of a classical group, defined on an 
N -dimensional complex space R (N), which leave no 
subspace of R (N) invariant. The following theorem 
holds29 : 
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TABLE VII. Semisimple S-subalgebras of the classical algebras 
which are maximal in C' instead of in C. 

C c C* c C 
Irred. represent. Irred. represent. 
ofC ofC' 

---------------------
1 1 1 

A~-l C A(l/Z)(n-l)(n.Z) n > 3 O---O--O--O--v-<) 0--0---0--0-0-0 

A~·3 C A(1/Z)n(no3) n > 1 

Bl CD n > 0 
2n+l 2n-t2 k ~ 1 

G2 C B3 k> 1 

A~8 C Cz C B3 

C~CC7CD45 

C~CC7CC175 

D~ C A15 C A559 

{ n'~n"~l n' +n"~4 

211 
O--O---O--O--v-<) O--O---O--O--v-<) 

o--o---o--o--~ o--o---o--o __ <k 
k 
~ 

1 1 
~ 

2 
e---.:::::::n 
1 2 
e---.:::::::n 

~1 

~ 
~ 

1 

o-o-r, 
~ 

1 

~ 
1 

~ 
1 

~ 
1 

~ 
1 1 

0----=:' 0----=:' 

k 
~ 

1 
~ 

1 
• • • • --=:rJ 

0----0-----0----< 1 
1 

• • • • n--=:rJ 

1 
• • • • ----=:rJ 

1 
0--0---0--0 ---Q---{) 

1 
• • • • n--=:rJ 

1 
• • • • --=:rJ 

1 0--0----0---0 --v-<) 

1 0--0----0---0--v-<) 

1 
• • • • n--=:rJ 

1 
• • • • --=:rJ 

1 
• • • .---=:rJ 

1 
• • • .---=:rJ 

0--0----0---0--< 1 

Every irreducible group of unimodular linear trans­
formations of the N-dimensional complex space R (N) 

(Le., a group of transformations which does not leave 
invariant a proper subspace of R (N») is maximal 
either in SL(N) (if the group does not have a bilinear 
invariant), or in SP(N) (if it has a skew-symmetric 
bilinear invariant), or in O(N) (if it has a symmetric 
bilinear invariant). Exceptions to this rule are listed 
in Table VII. 

Below, rules will be given for obtaining all maximal 
S-subalgebras of the classical algebras. These rules 
have been deduced by utilizing the theorem quoted 
above. In the first two steps a characterization for 
the irreducible representations ¢ with dimenSionality 
N for a simple algebra G is given (we write ¢ and G, 
because this algebra is going to be a subalgebra). 
For given algebra G and given irreducible represen­
tation ;p of this algebra, having dimensionality N, 
steps (3)-(5) of the rules consist in finding out which 
of the classical algebras G = An,N = n + 1,Bn,N = 
~n + 1, Cn,N = 2n, and Dn,N = 2n admits the algebra 
G as maximal subalgebra. This depends on whether 
the representation ;p of G admits a symmetric bi­
linear form, an antisymmetric bilinear form, or none 
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at all, as well as on the fact whether N is even or odd. 
These conditions are mutually exclusive and follow 
from the fact that R (N) is the space on which both 
groups 9 and 9 act, namely 9 (with algebra G) in its 
representation if> and the group 9 (with algebra G) in 
itS fundamental (defining) representation. 

The rules for obtaining all maximal S-subalgebras of 
the classical algebras are: 

(1) Given some irreducible representation if> of a 
simple algebra G and the highest weight M of this 
representation, attach to every simple root G' of its 
Dynkin diagram (to every dot of the Dynkin diagram) 
the number 

Met == [2(M,G')/(G',G')]. (9.1) 

These numbers are always nonnegative integers and 
are called the contravariant coordinates of M. All 
the irreducible representations of the algebra G are 
obtained if we attach arbitrarily nonnegative integers 
to the Dynkin diagram of G. The dimension of the 
irreducible representation characterized in this man­
ner is denoted by N. 

(2) The bilinear invariant of an irreducible repre­
sentation if> of G is found, if it exists, from the Dynkin 
diagram as prepared in (1). All the irreducible rep­
resentations of the simple algebras Bn , Cn ,D2k , G2 , 

F 4' E 7' Es have bilinear invariants. In order that a 
representation of the algebras A n ,D2k+ 1 , E6 has a 
bilinear invariant, the numbers Met attached to the 
corresponding diagrams must be symmetrically 
placed, as indicated in Table VIlla. 

Suppose an irreducible representation of the simple 
algebra G has a bilinear invariant. We multiply each 
number Met by the corresponding coefficient indicated 

TABLE VIlla. 
Irreducible representations 
with bilinear invariants. 

A' n' a 1 a z a
3 

a 3 az a 1 

0---0---0 - ----o-----o----D 

in Table VIIIb. We add all the products obtained. 
Then the bilinear invariant is symmetric, if the sum 
is even, and is antisymmetric, if the sum is odd. 

(3) If some N-dimensional representation if> of the 
algebra G has a symmetric bilinear invariant, then 
G is contained as maximal S-subalgebra in the alge­
bra Bn if N == 2 n + 1 or in Dn if N == 2 n. If some N­
dimensional representation ($ of G has an antisym­
metric bilinear invariant, then G is contained as 
maximal S-subalgebra in the algebra Cn' if N == 2n. 
If some N-dimensional representation of the simple 
algebra G does not have any bilinear invariant, then 
G is contained as maximal S-subalgebra in the alge­
braA n with N == n + 1. 

L4) If for some algebra G and som~ representation 
¢ of G, having dimensionality N, the algebra G ob­
tained by step (3) if G itself, then the algebra for 
which G is a maximal S-subalgebra is An with N == 
n + 1._ (In all cases the algebra An' N == n + 1, con­
tains G as a subalgebra. However, only in these 
exceptional cases and when the representation does 
not have a bilinear invariant, are they maximal S­
subalgebra.) 

(5) The subalgebras obtained in this manner which 
are not maximal S-subalgebras of the algebra G, as 
defined in step (3), but are maximal S-subalgebras of 
some subalgebra G * of G are listed in Table VII. 
These algebras are irredUCible in G but not maximal. 
(For the case of these subalgebras exists a proper 
subalgebra G * of G such that G c G * c G. All three 
algebras G, G *, and G are listed in Table VII,except for 
those algebras G for which the expression for their 
rank is too bulky.) 

(6) To each of the types of the simple subalgebras 
described in (3), (4), and (5), there corresponds one 

TABLE IX. 
Defining Matrices for the maximal 

simple S-subalgebras. 

(a) G =Bn,Cn,Dn: 

lik = m/k),k = 1,2, .. . ,n;i = 1,2, .. . ,n' 

(b) G =An;G = Bn"Cn"D."F 4 : 

lik = m/ k), k = 1,2, ... ,n + 1; i = 1,2, ... , n' 

(c) G =An;G =A."Gz,Es,E7 ,E8 : 

I'k = m/ k ) + [l/(n' + 1)],k=I,2, ... ,n + l;i=l, 2, .. . ,n' +1. 

TABLE VIIIb. Coefficients for the calculation of the bilinear invariants of irreducible representations of the simple algebras. 

~ 
n.l 

(n - 1)2 

(n - 2)3 

¢ (n - k + l)k 

b 2(n - 1) 

1.n 

B. 

~ 
!n(n + 1) 

(n - l)(n + 2) 

(n - 2)(n + 3) 

¢ (n - k + l)(n + k) 

b 2(2n - 1) 

1. 2n 

F4 Es 

42 30 

C. D. 

~ 
nZ !n(n - 1) y!n(n - 1) 

(n - l)(n + 1) (n - 2)(n + 1) 

. (n - 2)(n + 3) , (n - 3)(n + 2) 

• (n - k + l)(n + k -1) ¢ (n - k + l)(n + k - 2) 

! 2(2n - 2) 

1.(2n-1) 

E7 

66 

1 2(2n-3) 

1.(2n-2) 

Es 

92 

182 r 30 42 22 ~ 96 49 ~ 
270

136 

16 30 75 220 

16 52 168 

27 114 

58 
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A:-l c A(1!2)(.-1)(.+2) 

n>3 

n ~ 2 

n'2:n"~l 

n' + n" 2:: 4 
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TABLE X. Defining matrix of semisimple maximal S-subalgebras of Table VII. 

1 
n + 1 

1 
"3 

1 
2" 

1 
2" 

1 
"2 

1 
2" 

1 
8 

1 
"6 

n n n 
-1 -1 

n -1 
-1 n 
-1 -1 

-1 -1 -1 
n n n 
n -1 -1 

-1 n -1 
-1 -1 n 

-1 -1 
-1 -1 

n n 
n -1 

-1 n 

-1 
-1 
-1 
-1 
-1 

-1 -1 " -1 -1 -1 .. -1 -1 n 
-1 -1 .. -1 -1 -1 .. -1 -1 n 

(~~+1 2~+1 =~ :: =~ ~ _~ _~ -~ :=i) 
=: .. =: .. ~:~~ : : . ~~~i =~ .. ~: ..... ~~ .. ~: ........ ~~ 

( ~ ~ ~ ::::::: ~ g)l 
~ •.. ~ .•. ~ .. : : : : : : : . ~ ... ~ 2n + 2 

o 0 0 ....... 1 0 

(~ -~ -~) 
\-2 -1 -1 

(2 

(-1 
-1 
-1 

( ! 
( ~ 
G 
C 

1 
1 

-1 
1 

-1 
-1 

1 
1 
1 

-1 

1 
1 

-1 

1 
1 
1 

-1 
1 

1 
1 
1 
1 

-1 
1 

-3) 

1 
1 

-1 
-1 

1 
-1 

1 
1 

-1 
1 

1 
o 
o 
1 
1 

-1 
1 
1 

1 
1 
1 

-1 
1 
1 

1 
1 

-1 
-1 
-1 

1 

1 
1 

-1 
-1 

1 
-1 

1 

1 
1 

-1 
-1 
-1 

1 
1 
1 

-1 
-1 
-1 

6 6 6 
-2 -2 -2 

6 -2 -2 
-2 6 -2 
-2 -2 6 
-2 -2 -2 
-2 -2 -2 
-2 -2 -2 

5 -1 -1 
-1 5 5 
-1 -1 -1 
-1 -1 -1 
-1 -1 -1 
-1 -1 -1 
-3 3 -3 

3 -3 3 

o 
1 
o 

o 

o 
o 
o 

o 

o. 
O. 
1. 

o . 

o. 
O. 
O. 

o. 

1 
-1 

1 
1 

-1 
-1 

1 
-1 

1 
1 

1 
-1 
-1 

1 
-1 

1 
1 
1 

1 
1 

-1 
1 
1 
1 

1 
-1 

1 
-1 

1 
-1 

1 
-1 

1 
-1 

o 
1 
o 
1 

-1 
1 

-1 
-1 

1 
1 

-1 
1 

-1 
-1 

6 6 
-2 -2 
-2 -2 
-2 -2 
-2 -2 

6 -2 
-2 6 
-2 -2 

1 
-1 

1 
-1 
-1 

1 

1 
-1 
-1 

1 

n 
1 

-1 
-1 

1 
-1 

1 
1 

-1 
-1 

1 
-1 

1 1 
-1 -1 
-1 -1 

1 1 
1 -1 

-1 1 

-~) -1 
-1 

1 -1 
-1 1 
-1 1 
-1 1 

1 -1 

1 1 
1 -1 

-1 1 
-1 1 
-1 1 

1 1 

-~) -1 
-1 

1 
1 

-1 -1 
1 1 
1 -1 

-1 1 
1 1 

1 1 
-1 -1 

1 1 
1 -1 

-1 1 
-1 -1 

-1 
1 

-1 
-1 
-1 

1 
-1 

1 
-1 
-1 

1 

6 -2 -2 -2 -2 -2 
-2 6 6 6 6 6 
-2 6 -2 -2 -2 -2 
-2 -2 6 -2 -2 -2 
-2 -2 -2 6 -2 -2 
-2 -2 -2 -2 6-2 
-2 -2 -2 -2 -2 6 

6 -2 -2 -2 -2 -2 

-1 -1 1 1 1 1 
-1 -1 1 
-1 -1 1 
-1 -1 1 
-1 -1 1 

5 5 5 
3 -3 3 

-3 3 -3 

l' 0 

1 
o 
o 

1 1 1 
1 1 1 
1 1 1 
1 -5 -5 
5 1 1 

-3 3-3 
3 -3 3 

o 

o 
1 
o 

o. 

o. 
O. 
1. 

-1 
-1 

1 
1 
1 

1 
-1 
-1 

1 
1 

-1 

-2 
6 

-2 
-2 
-2 
-2 
-2 

6 

-5 
1 
1 
1 
1 
1 

-3 
3 

-1 
-1 

1 
-1 
-1 

1 
-1 
-1 

1 
-1 

1 

-1 
-1 
-1 

1 
-1 

1 
-1 
-1 
-1 

1 
1 

-2 
-2 
-2 
-2 
-2 
-2 

o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
6 -6 

-6 6 

o 
o 
o 

o 

o 
o 
o 

6 
6 

-1) -1 
-1 
-1 

1 

-~) -1 
-1 
-1 
-1 

class of conjugate subalgebras. An exception occurs 
in the case of subalgebras of Dn , when the represen­
tation induced on the subalgebra by the fundamental 
representation of Dn (1,0, ... , 0) does not split into 

two irreducible representations. 30 To every such 
type there corresponds two classes of nonequivalent 
subalgebras conjugated by an outer automorphism of 
Dn' 
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These nonequivalent but outer conjugate subalgebras 
of Dn will be linearly equivalent (L-equivalent) if and 
only if the corresponding defining matrices are 
equivalent.31 The necessary and sufficient condition 
for that is the presence of the zero vector as a weight 
in the representation induced on the subalgebra by 
the fundamental representation of Dn' 

(7) Given a maximal S-subalgebra G of a classical 
algebra G, the N weights M(k), k = 1,2, ... ,N of the 
fundamental (defining) representation 1> of G project 
onto the N weights m(k), k = 1, 2, ... ,N of the repre­
sentation ¢ of G . We have (Sec. 3) 

n 

m/k) = .0 fisMs(k), 
s=l 

i = 1,2,3, ... , n', 

where n' and n are the rank of G and G, respectively 
ChOOSing from the set of weights M(k) the n linearly 
independent weights of the form 

(0, ... ,0, 1,0, ... , 0), 

we obtain the defining matrix, expressed in terms of 
the Cartesian coordinates m/k) (with a minor modifi­
cation for An' due to the embedding of its subspace K 
in R (n+1), as given in Table IX). 

The defining matrices of the exceptional cases are 
given in Table X. 

The classification of the three-dimensional S-sub­
algebras of the classical algebras has been done pre­
viously in Sec. 7, using different theorems. The 
method as described in this section can obviously 
also be applied to classify them. It turns out that all 
the three-dimensional S-subalgebras of the algebras 
Bn and Cn are always maximal, except in the case 
A~S c G~ c B 3 ; all the three-dimensional S-subalge­
bras of the algebras An and Dn are always nonmaxi­
mal, except in the case Ai c A 2 • 

The simple maximal S-subalgebras of the exceptional 
algebras are 

G 2 : Ar S , 

F 4: ApS, 

Es: A~,G~,C~,F~, 

E7: Ap1,Ar99,A~1, 

E . A520 A 7S0 A1240 B12 
S' 1 ' 1 '1 '2' 

To each type there corresponds one class of conju­
gate simple subalgebras, except in the cases A2 and 
G 2 in E 6' to which there correspond two classes of 
conjugate subalgebras, transformable one into the 
other by an automorphism of E 6 • The embedding of 
the simple roots and generators of all the maximal 
S-subalgebras of the exceptional algebras are given 
in Tables 14,15, and 24 of Ref. 13. 

10. NONSIMPLE MAXIMAL S-SUBALGEBRAB 

Let U', U" be two irreducible groups of dimension 
N' ,Nil, respectively (Le., defined and irreducible on 
R (N') and R (N"), respectively). By U' x U" we denote 
the direct product of these two groups. In the pro­
duct space R (N') X R (N'') the algebra of this group is 
given by 

G' X I" + I' X G", 

TABLE Xl. Embedding of the Generators I; of the Cartan subspace 
of a nonsimple maximal S-subalgebra in the Cartan subspace of a 
simple algebra. 

Subalgebras of 
the type I: 

Subalgebras of 
the type II. a, 
III, IV. a: 

Subalgebras of 
the type 
II. b, IV. b: 

Subalgebras of 
the type 
IV.c: 

I' 
n ' 

I" 1 

l" 2 

1" 
'n" 

I" 1 

I" 2 

1" 
'n" 

I" 1 

I" 2 

= H(n ll +1)n 1+1 + ... + H(n 1+1}(n ll+l) 

=H1 + Hn "+2 + .. 0 +Hn1(""+1)+1 

=H2 +Hn"+3 + .. , +Hn '(n"+2)+2 

=H1 +H2 + ... +H2n " 

=H2nll+1 +H2n "+2 + .. , +H4n " 

= H 2n "(n'-1)+1 + ... + H2n1n " 

=H2 -H2nll +H2n "+1 -H4nfl + ,0' 

+ H 2n "(n l -1)+1 - H 2n 'n" 

=H2 -H2n "-1 +H2n "+2- H 4n"-1 + ... 

+ H 2n "(n'-1)+2 -H2nlnll-1 

=Hnll -Hn"+1 + H3nll -H3nl'+1 + ... 

+ ~1/(2n'··1) -Hnll(2n'-1)+1 

=H1 +H2 + ... +H2n ",1 

= H2n "+2 + H2n "+3 + ... + H4nll+2 

=H(n'-1)(2n"+1)+1 + ... +H7I '(2n ll +l) 

= HI -H2nll+1 + H 2n "+2 -H4nll+2 + ... 

+H(n'-I)(2n"+1)+1 -Hn '(2n ll+l) 

=H2 -H2." +H20 "+3 -H4n"+1 + ... 

+H(7I'-1)(271"+I)+2 -Hn '(2n"+I)-1 

= Hn" -Hnll+2 + H 3nll+1 - H 3nll+3 + ... 

+ H(n'-I)(27/fI+1)+n ll -H(n l -l)(2n"+I)+7I" 

=H2n "+2 +H2n "+3 + ... +H4n "+2 

= H(7I 1-1)(2n"+I)+1 + ... + H7I '(271"+I) 

= HI -H 271 "+1 + 112nl1+2 -H4nll+2 + ... 

+ H 2n 'n ll +7I'-2n" -Hn '(2n ll +1) 

= H2 -1l2nll + H 2n "+3 -H4n "+1 + ... 

+ H 2n'n /1+7/ '-21'1 "+2 - H 2n 'n "+7/ '-1 

fz'" =Hn ,,-H7/"+2 +H3n"+1-113nfl+3 .,. 

+ H 2n'n "+n '+71" - H 27/'n "+n '+n "+2 

where G' and G" are the algebras of U' and U", and 
l' and I" are unit matrices of dimension N' and N". 

The corresponding nonsimple maximal S-subalgebras 
with their indices are given by (with one exception)32 

I.: n'~n"~l; 

II. a: 2n" 4n' 
Cn' + Dn" c C 2n 'n'" n'~1,n"~3, 

b '. C3 +A Sn
' C n' 1 C 3n" n'~ 1, 
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2n"+1 4n' 
Cn , +Bn" C Cn'(2n"+1)' n'"?l,n""? 2; 

Ai +Ai +Af C C 4 

III.: n'"? nil"? 1; 

2n" 2n' 
IV.a: Dn' + Dn" C D 2n 'n'" n'"? n""? 3, 

2n"+1 2n' 
b: Dn' +Bn" C Dn'(2n"+1)' n'"? 3,n""? 2, 

3 4n' 
Dn , + Al C D3n " n'"? 3, 

B
3 +A2(2n'+1)CB 

c: n' 1 3n'+1' n'"? 2, 

n'"? n""? 2. 

The only exception is given at the end of Table VII. 

The non simple maximal S-subalgebras of the excep­
tional algebras are 

F 4: G~ + A~, 

Es: G~ + A~, 
E7: G~ + G~, Fa + A y, G~ + Ai, Ay4 + AP, 

Es: G~ + Fa, A~ + Als. 

The embedding of these subalgebras is given in Table 
35 of Ref. 13. 

The defining matrices of the nonsimple maximal S­
subalgebras of the classical algebras can be obtained 
by expressing the generators H' x I" = 1" and I' x 
H" = 1" of the subalgebra G' + G" in terms of the 
generators H of G. This information is contained in 
Table XI.33 

11. SEMISIMPLE NONMAXIMAL S-SUBALGEBRAS 

The construction of all the semisimple S-subalgebras 
of a simple algebra is carried out by the following 
method34 : 

Let G be a simple algebra. We find all its maximal 
S - subalgebras (simple and nonsimple). These sub­
algebras are called subaZgebras of the first stage. 
For each of the sub algebras of the first stage we find 
all the semisimple maximal subalgebras (regular as 
well as nonregular) and eliminate those which are R­
subalgebras in G. The remaining set of algebras is 
called the subalgebras of the second stage. In gene­
ral, if the subalgebras of the k'th stage have been 
obtained, the subalgebras of the (k + l)th stage are 
obtained by determining all semisimple maximal 
subalgebras in each subalgebra of the k'th stage, 
eliminating those subalgebras which are R -algebras 
in G and keeping the rest. (The schemes, given in 
Table XII, will serve to demonstrate the procedure. 
The subgroups listed along a horizontal line are sub­
algebras of the same stage. It should be noted, how­
ever, that there are inclusion relations between the 
subalgebras, i.e., a certain subalgebra may appear in 
different stages. The inclusion relations between the 
subalgebras are also given in Table XII.) 

In order to carry out the construction described, it 
is essential to be able to determine all maximal sub­
algebras of a semisimple algebra. The following 
theorem of Dynkin solves this problem: Let 

(11.1) 
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be a decompOSition of a semisimple algebra G into a 
direct sum of simple ideals. The collection of all 
maximal subalgebras of G is given by the formulas 

G + G + ... + G. + ... + G 1 2 , s (11. 2) 

and 
s 

6 Gk+{G.+PG},(i<j). 
k=l 'J , 

(11.3) 

k~i ,j 

In Eq. (11. 2) the index i runs through the values 
1,2, ... , s, while Gi runs through all maximal sub­
algebras (regular and nonregular) of the subalgebra 
Gi of G. In formula (11. 3) the indices i,j (i < j) run 
through all possible pairs of indices for which Gi and 
Gj are isomorphic. Pj denotes an arbitrary isomor-

phic mapping of Gi on G), and{G i + PPi} denotes the 
collection of all elements of the form 

x + FjX, X E Gi • 

A necessary and sufficient condition that two alge­
bras of the form (11. 2) are conjugate in G is that two 
subalgebras Gi and G[ of the subalgebra Gi of G are 
conjugate in Gi • A necessary and suffiCient condition 
that two subalgebras of the form (11. 3) are conjugate 
is that i 1 = i2 andjl =j2 [the subindices 1,2 refer 
to the t~o subalgebras of form (11.3)] and that Ph 
and P. are transformed into each other by some 

)2 

inner automorphism of G. The subalgebras (11. 2) 
and (11. 3) cannot be conjugate. 
For subalgebras of the form (11.3) the index and the 
defining matrix of the algebra {G i + P.G i } is obtained 
by adding the indices and defining matrices of the 
two subalgebras Gi and Gj • 

In Table XII all the semisimple S-subalgebras of the 
classical algebras up to rank 6 are given, as well as 
the inclusion relations among them. The theorem, 
quoted above, has been used in the derivation of this 
table. Thus, examples can be found in Table XII 
which will help to illustrate the content of this theo­
rem. The semisimple S-subalgebras of the excep­
tional algebras and the inclusion relations among 
them are given in Table 39 of Ref. 13. 

Table XIII contains all simple S-algebras of rank 
exceeding one for the claSSical algebras up to rank 6 
(all rank 1 subalgebras, S-algebras, and non-S-alge­
bras, are given in Table VI). In this table the embed­
ding of the generators of the simple subalgebra G in 
the algebra G is given explicitly, as well as the em­
bedding of the simple roots of G in G. Moreover the 
decomposition (branching) of the fundamental (defin­
ing) and adjoint representation of the simple algebra 
G into irreducible representations of its subalgebra 
G is given. The notation used to denote an irreducible 
repr'esentation is DN(m), where m is the highest 
weight of the representation and N its dimension. The 
symbol El' E 2 , ••• , etc. denote the root vectors cor­
responding to the simple roots a l' a 2 '" according 
to the canonical ordering of Table I. The definition 

E kk "' k =[Ek,Ek],Ek],"'],Ek ] 
12 s 1 2 5 S 

is used, where Ek k ... k is the root vector cor res-
1 2 S 

ponding to the root a 1 + a 2 + ... + as' with a i simple 
roots. 
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TABLE XII. Semisimple S-subalgebras of the classical algebras up to rank 6. 

~
2 

A4 
1 

To each of the types of simple subalgebras given in 
Table XIII, there corresponds one class of conjugate 
subalgebras, except in the cases A~ c D 4 where there 
are six classes of nonequivalent subalgebras conju­
gate by an outer automorphism of D4;B~ c D 5, where 
there are two classes of nonequivalent subalgebras 
conjugate by an automorphism of D 5 ;andB 3 c D 4 , 

A~ 

A30 
1 

A38 
1 

where there are three classes of nonequivalent sub­
algebras conjugate by an outer automorphism of D 4. 

In Table XIV all nonsimple S-subalgebras of the 
classical algebras up to rank 6 are listed. The defin­
ing matrices of the subalgebras with respect to the 
algebra containing them, is given explicitly. A hori­
zontal line in a defining matrix is used to distinguish 
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TABLE XIII. 
Simple S- subalgebras of the classical algebras up to rank 6. 

I(H 1) = HI + H2 

I(H 2) = -H2 + H3 

I(H3) = - HI - H3 

I(E1) = E12 + E 23 + E24 

A~ C D 4 I(E2) = El + 1(1 'f i..J3) E3 + t(l ± i..J3) E4 

1(1, -1, 0) = (1,0, -1,0) + (0,1,0, -1) + (0,1,0,1) 

1(0,1, -1) = (1, -1, 0, 0) + (0,0,1, -1) + (0,0,1,1) 

D28(1, 1, 0, 0) -> D8(1, 0, -1) + DIG(2, -1, -1) 

+ DIG(l, 1, -2) 

D8(1, 0, 0, 0) -> D8(1, 0, -1) 

I(H1)=H1 +H2 +H3 -H6 

I(H 2) = HI - H 3 + H 4 + H 6 

I(H 3) = - HI + H 3 + H s + H 6 

I(E1) = ../2 (E1 + E 23 ) + E34 

I(E2) = E2 + ../2(E4 + Es) 

A~ cAs 1(1, -1, 0) = 2(1, -1,0,0,0,0) + 2(0,1,0, -1, 0, 0) 

+ (0,0,1,0, -1) 

1(0,1, -1) = (0,1, -1,0,0,0) + 2(0,0,0,1, -1, 0) 

+ 2(0,0,0,0,1, -1) 

D3S(1, 0, 0, 0, 0, -1) -> D8(1, 0, -1) + D27(2, 0, -2) 

D6(~,- ~ ,- ~,-~,- ~ ,-~) -) D6(~,~,_~) 

I(H 1) = 1(H1 + H2 -H3 -H4) 

I(H2) = 1(H1 -H2 + H3 -H4) 

I(E 1 ) = E2 

B~ C A3 I(E2) = (1;,/2) (E1 + E 3) 

1(1, -1) = (0,1, -1, 0) 

1(0,1) = W, -1, 0, 0) + 1(0,0,1, -1) 

DlS(l, 0, 0, -1) -> DIG(l, 1) + DS(l, 0) 

D4(t - t, - t, - t) -> D4(1, 1) 

I(H 1) = HI - H 5 

I(H 2) = H2 -H4 

I(E 1 ) = El + E4 

I(E2) = E2 + E3 

B~ C A4 1(1, -1) = (1, -1, 0, 0, 0) + (0,0,0,1, -1) 

1(0,1) = (0,1, -1, 0, 0) + (0,0,1, -1, 0) 

D24(1, 0, 0, 0, -1) -> DIG(l, 1) + DI4(2, 0) 

DS(t,- t,- t,- t,- t) -> DS(l,O) 

I(H 1) = HI + H 2 + H 3 

I(H 2) = HI - H 3 + H 4 

I(E1) = E 23 + E34 + E3S 

I{E2) = El + E2 + 1(1 ± i)E4 + 1(1 'f i)Es 

B~ c D5 1(1, -1) = (0,1,0, -1, 0) + (0,0,1,0, -1) 

+ (0,0,1,0,1) 

1(0,1) = (1, -1,0,0,0) + (0,1, -1, 0, 0) 

+ Ho, 0, 0, I, -1) + !(O, 0, 0,1,1) 

D4S(1, 1, 0, 0, 0) -> DIG(l, 1) + D3S(2, 1) 

DID(l, 0, 0, 0, 0) -> DID(l, 1) 

I(H1) = t(HI + 2H2 -H3) 

I(H 2) = HHI -H2 + 2H3) 

I(H) = H- 2Hl -H2 -H3) 

I(E 1 ) = E2 
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1(£2) = (1//3)E1 + .f213 E3 

1(1,-1,0) = (0,1,-1) 

1(- L t- t) = W,-l, 0) + ~(O, 0, 1) 

D21(1, 1,0) -> DI4(1,0,-1) + D7(t,L-~) 

D7(1, 0, 0) -> D7(t, to -~) 
I(H 1) =~(Hl + 2H2 -H3) 

I(H2 ) = t(H I - H2 + 2H3) 

I(H 3) = ~(- 2Hl -H2 -H3) 

1(£1) = E2 

I(E2) = (1//3)(E1 + E3 + E 4) 

G1 c D4 1(1,-1,0) = (0,1,-1,0) 

1(- to L - t) = W, -1, 0, 0) + i(O, 0,1, -1) 

+t(0,0,1,1) 

D28(1, 1,0,0) -> DI4(1, 0, -1) + 2D7(~, ~,- ~) 

DB(l, 0, 0, 0) --> D7(tL -~) + Dl(O, 0, 0) 

f(H 1) = t<2Hl + 3H2 + H4 + 2Hs -H6) 

I(H2) = t<2Hl + 3H3 + H4 -Hs + 2H6) 

I(H3) = t(- HI + H4 + 2H5 + 2H6 + 3H7) 

1(£1) = E2 + Es 

I(E2) = (1;,/3') (E1 + E 6) + .f213(E3 + E 4) 

G~ C A6 1(1, -1, 0) = (0,1, -1, 0, 0, 0, 0) + (0, 0, 0, 0,1, -1, 0) 

I(-L L-~) = ~(1,-1, 0,0,0, 0,0) + Ho, 0,0, 0, 0, 1,-1) 

+ ~(O, 0, 1, -1, 0, 0, 0) + -~(O, 0,0,1, -1,0. 0) 

D48(1, 0, 0, 0, 0, 0, -1) -> D14(1, 0, -1) + D7(t, L -~) 
+D27(LL-~) 

D7(~,- ~ ,- ~,- ~ ,- ~ ,- ~,-~) -) D7(t,},_~) 

I(H1) = H3H1 + 3H2 + 3H3 -H4 -Hs -H6 ) 

I(H2) = }(3H 1 -H2 -H3 + 3H4 + 3Hs -H6) 

I(H 3) = H-Hl + 3H2 -H3 + 3H 4 -Hs + 3JI 6) 

I(H4) = H-Hl -H2 + 3JI3 -JI4 + 3JIs + 3H 6) 

1(£1) = E 23 + E34 

I(E2) = El + E5 

A~ C A5 I(E3) = E2 + E4 

1(1, -1, 0, 0) = (0,1, 0, -1, 0,0) + (0,0,1,0, -1, 0) 

1(0,1, -1,0) = (1, ·-1,0,0,0, 0) + (0, 0, 0, 0, 1, -1) 

1(0,0, I, -1) = (0,1, -1,0,0,0) + (0,0,0,1, -1, 0) 

D35(1, 0, 0, 0, 0, -1) -> DI5(1, 0, 0, -1) + D2D(1, 1, -1, -1) 

I(H 1)=JI 1 

I(H 2 )=JI 2 

I(H3 ) = JI3 

I(E 1 ) = El 

I(E2) = E2 

B~ CD 4 1(£3) = (1;,/2)(E3 + E 4) 

1(1, -1, 0) = (1, -1, 0, 0) 

1(0,1, -1) = (0,1, -1, 0) 

1(0, 0,1) = Ho, 0, 1, -1) + i(O, 0, 1, 1) 

D28(1, 1, 0, 0) -> D21(1, 1, 0) + D7(1, 0, 0) 

D8(1, 0, 0, 0) -> D7(1, 0, 0) + Dl(O, 0,0) 

I(H1) =H1 -H7 

I(H 2) = H2 -H6 

I(H 3) = H3 - Hs 

1(£1) = El + E6 
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T ABLE XIII contd 

f(£2) = E2 + E5 

B~ C A6 f(£3) = E3 + E4 

f(l,-l,O) = (1,-1,0,0,0,0,0) + (0,0,0,0,0,1,-1) 

f(O, 1, -1) = (0,1, -1, 0, 0, 0, 0) + (0,0,0,0,1, -1,0) 

f(O, 0,1) = (0,0,1, -1, 0, 0,0) + (0,0,0,1, -1, 0, 0) 

D48(l, 0, 0, 0, 0, 0, -1) ---t D21(1, 1, 0) + D27(2, 0, 0) 

D7(~, - ~,- ~,- ~,- ~,- L - n ---t D7(1, 0, 0) 

f(H 1) = HI - H 6 

f(H 2)=H2 -H5 

f(H 3) =H3 -H4 

f(£I) = El + E5 

q CA 5 f(£2) = E2 + E4 

f(£3) = ,fi E3 

f(1, -1,0) = (1, -1,0,0,0,0) + (0,0,0,0,1, -1) 

f(O, 1, -1) = (0,1, -1, 0, 0, 0) + (0,0,0,1, -1, 0) 

f(O, 0, 2) = 2(0,0,1, -1, 0, 0) 

D35(1, 0, 0, 0, 0, -1) ---t D21(2, 0, 0) + DI4(1, 1, 0) 

D6G, - ~,- ~,- ~,- ~,- ~) ---t D6(1, 0, 0) 

f(H 1 )=H1 

f(H 2 )=H2 

f(H 3 )=H3 

f(H 4 ) =H4 

f(£I) = El 

f(£2) = E2 

f(£3) = E3 

f(£4) = (lhi2 )(E4 + E 5) 

B~ C D5 f(l, -1, 0, 0) = (1, -1, 0, 0, 0) 

flO, 1, -1,0) = (0,1, -1, 0, 0) 

f(O, 0, 1, -1) = (0,0,1, -1,0) 

flO, 0, 0,1) = 1(0,0,0,1, -1) + 1(0,0,0,1,1) 

D45(l, 1,0,0,0) ---t D36(1, 1, 0, 0,) + D9(1, 0, 0, 0) 

DI0(1, 0, 0, 0, 0) ---t D9(1, 0, 0, 0) + Dl(O, 0, 0, 0) 

f(H 1 ) = HI 

f(H 2 ) = H2 

f(H
3
)=H3 

f(H 4 ) = H4 

f(H 5)=H 5 

f(£I) = El 

f(£2) = E2 

f(£3) = E3 

f(£4) = E4 

f(£i) = (lhi2)(E5 + E 6) 

B5 C D6 f(l, -1, 0, 0, 0) = (1,-1,0,0,0,0) 

flO, 1,-1, 0, 0) = (0,1,-1,0,0,0) 

f(O, 0, 1, -1, 0) = (0,0,1, -1,0,0) 

flO, 0, 0, 1, -1) = (0,0,0,1, -1, 0) 

flO, 0, 0, 0,1) = 1(0,0,0,0,1, -1) + 1(0,0,0,0,1,1) 

D66(1, 1, 0, 0, 0, 0) ---t D55(1, 1,0,0,0) + Dll(l, 0, 0,0,0) 

D12(1, 0, 0, 0, 0, 0) ---t Dll(l, 0, 0, 0, 0) + Dl(O, 0, 0, 0, 0) 

TABLE XIV. Nonsimple S-subalgebras of the classical algebras up to rank 6. 

A~ + A~ C A3 
1 G 1 -1 -1) D4(~, - t,- t,- t) ---t D2 X2(1; 1) 2" -1 1 -1 

A~+A~cC3 
1 (~ ° -n D6(1, 0, 0) -> D3 X2(l; 1) 2" 1 

1 

G 
1 1 -9 At+ A t+ A t cC 4 2" 1 -1 D8(1, 0, 0, 0) -> D2 X2X2(t; t; 1) 

-1 1 -1 

Ay+AycB4 G 1 1 ~) D9(1, 0, 0, 0) -> D3 x 3(1; 1) 

° -1 

Alo + Ai c D4 
1 

G 
-1 -i) D8(1, 0, 0, 0) -> D4X2(~; t) 2" 1 

A~+A~cA5 
1 G ° -2 2 ° -n D6(L- L- L- L-L-~) ->D3 X2(1;1) 2" 1 1 1 1 

(~ 1 ° ~) 
, 

AID + A~ C D4 

° 1 D8(1, 0, 0, 0) -> D5 Xl(2; 0) + DI X3(0; 1) 

Alo +A~ c c 5 
1 (i 2 ° -2 i) DI0(1, 0, 0, 0, 0) -> D5X2(3; t) 2" 1 1 1 

Ay + Ay C D5 G 1 1 ° g) DI0(1, 0, 0, 0, 0) -> D3 X3(1; 1) + DI Xl(O; 0) 

° -1 1 

Alo + Alo c D5 (~ 1 ° ° ~) DI0(l, 0, 0, 0, 0) -> D5Xl(2; 0) + DI X5(0; 2) 

° 2 1 

A?O+Al 6c C 6 
1 (~ 3 3 1 1 

-n DI2(1, 0, 0, 0, 0, 0) -> D4X3(~; 1) 2" ° -2 2 ° 
1 G ° -2 2 ° -2) A~ +A? +A~ c D6 2" 1 1 -1 -1 -1 DI2(1, 0, 0, 0, 0, 0) ---t D3 X2X2(1; t; t) 

1 1 1 1 1 

A~ + Ay C D6 G ° -1 1 ° -~) DI2(1, 0, 0, 0, 0, 0) -> D3x 3(1; 1) + D3X1 (1; 0) 
1 1 ° ° 

A~5 + A~ C D6 
1 (~ 3 -1 -3 -5) D12(1, 0, 0, 0, 0, 0) -> D6X2(~; t) 2" 1 1 1 1 

A~8 +Alo C D6 (~ 2 1 ° ° 0) D12(1, 0, 0, 0, 0, 0) ---t D7Xl(3; 0) + DIX5(0; 2) 

° ° 2 1 0 

(j 
1 ° ° ° 

D A~ + A~ C A5 ° 1 1 ° D6(~ ,- ~,- ~,- ~,- ~,- ~) ->J D3X2(~,_ ~,-~;!) 

° ° ° 1 
1 1 1 1 

" " " " 
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TABLE XIV contd 

(.:o-i --~=-~ ---=~,---------,,-D 
(;;~--;...O~ --,~~---.;;D 

(~~--~=-~--~'-------~~'-------~~) 
G ~ ~ ~ ~) 

the parts of a defining matrix referring to the various 
simple ideals of a semisimple subalgebra. In addi­
tion, the decomposition of the fundamental represen­
tation of the simple algebra into irreducible repre­
sentations of its semisimple subalgebra is listed. 
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D8(1, 0, 0, 0) --> D4X2(1, 0; ~) 

D8(1, 0, 0, 0) --> D5X1(I, 0; 0) + Dl x 3(0, 0; 1) 

DIO(I, 0, 0, 0, 0) --> D5 X 2(1, O;!) 

DIO(I, 0, 0, 0, 0) --> D5X l(l, 0; 0) + DIX5(0, 0; 2) 

D12(1, 0, 0, 0, 0, 0, 0) --> D4 X 3(1, 0; 1) 

D12(1, 0, 0, 0, 0, 0) --> D5Xl(1, 0; 0) + D1 x 7(0,0; 3) 

D10(1, 0, 0,0,0) --> D5x 1(1,0; 0, 0) + D1 x 5(0,0; 1, 0) 

D12(1, 0, 0,0,0,0) --> D1 X5(0, 0, 0; 1,0) + D7X1(L t, -~; 0, 0) 

D12(1, 0, 0, 0, 0, 0) --> Dlx 5(0,0,0; 2) + D7 x l(t, t, - ~; 0) 

D12(1. 0, 0, 0, 0, 0) --> D6 X2(1, 0, O;!) 

D12(1, 0, 0, 0, 0, 0) --> D7 x 1(1,0,0; 0, 0) + D1 X5(0, 0, 0; 1,0) 

D12(1, 0, 0, 0, 0, 0) --> D6X2(1, 0, O;!) 

D12(1, 0, 0,0,0,0) --> D7 X 1(1, 0, 0; 0) + Dl x 5(0,0,0; 2) 

DIO(I, 0, 0, 0, 0) --> D7Xl(I, 0, 0; 0) + D1 X 3(0, 0, 0; 1) 

D10(1, 0, 0, 0, 0) --> D7X1(t, t, - t 0) + D1 X 3(0, 0, 0; 1) 

D10(1, 0, 0, 0, 0) --> D7Xl(3; 0) + D1 X3(0; 1) 

D12(1, 0, 0, 0, 0,0) --> n 9x 1(1,0,0,0; 0) + nIx 3(0, 0, 0, 0; 1) 

D12(1, 0, 0, 0, 0, 0) --> D9X l(4; 0) + D1 X3(0; 1) 

D12(1, 0, 0,0,0,0) --> D3 X 3X 1(1; 1; 0) + D1XI X3(0; 0; 1) 

12. SEMISIMPLE R-SUBALGEBRAS 

The R -subalgebras of the simple algebras are ob­
tained in a way similar to the case of the 3d-subalge­
bras. 
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CLASSIFICATION OF SEMISIMPLE SUBALGEBRAS 

T ABLE XV. Simple subalgebras of the type A 2 • 

Regular 
subalgebra 

A2 
2 

2A2 

Index 

1 ' 

1" 

2 

3 

2 

3 

2 

5 

3 

Defining matrix 

~ C~ -~ =~ 
3 \=1 -1 2 

! C~ ~ -~1) 
3 \~1 -2 

! (-~ ~ _112) 
3 -1 -2 

! (-~ -~ =i ~o ~o) 
3 -1 -1 2 

~(-~ 
3 -1 

(J 

1 1 
1 -2 

-2 1 

1 0 
-1 0 

o -1 

! (-~ i -; 000) 
3 -1 -2 1 

! C~ ~ -~ o~) 
3 \-1 -2 1 

(J -~ J g) 

~ (-~ -~ =i 
3 -1 -1 2 

o 
o 
o 

! (-~ -i -1 -1 

3 -1 -1 
2 2 

-1 -1 

! (-~ i -; ~o go) 
3 -1 -2 1 

o 
o 
o 

A2 
2 

A2 
2 

2A~ 

A2 
5 

2 

3 

2 

5 

2 

3 

5 

2 

4 

10 

2 

3 

5 

TABLE XVI. Simple subalgebras of the type B2 ~ C 2 • 

! (-~ i-~ 
3 -1 -2 1 

! (J ~-~ 
3 -1 -2 1 

1 0 
-1 1 

o -1 

o 
o 
o 
o 
o 
o 
o 
o 
o 

~) 

! (-~ 
-1 -1 

2 -1 
-1 2 

o 
o 
o 

o 0 

3 -1 
o 0 
o 0 

! (-~ -~ -~ 
3 -1 -1 -1 

-1 -1 -1 
2 -1 -1 

-1 2 2 

2 
-4 

2 

o -1 -1 
o 2-1 
o -1 2 

! (-~ ~-~ 
3 -1 -2 1 

o 
o 
o 

o 
o 
o 

! (-~ 
3 -1 

2 
-1 
-1 

1 1 
1 1 

-2 -2 -~ -D 
o 
o 
o 

o 
o 
o 

! (-~ ~ -i J ~ 
3 -2 -4 -1 2-2 

! (-~ i-~ 
3 -1 -2 1 

o 
o 
o 

o 
o 
o 

! (-~ 
3 -1 

! (-~ 
3 -2 

211 
-1 1 1 
-1 -2 -2 

2 2 2 1 
2 -1 -4 1 

-4 -1 2-2 

-D 

! (-~ ~ -~ go go go) 
3 -1 -2 1 

! (-~ -~ ~ ~-~ 
3 -1 -1 -2 -2 1 

o 
o 
o 

! (-~ ~ -~ J 
3 -2 -4 -1 2 

o 
o 
o 

i :~) 
-2 ±1 

Defining matrix 

1659 

Algebra 
Regular 
subalgebra Index 

Defining matrix 
G = (e l - e2 ; e2 ) G = (e l - e2 ; 2e2 ) 

! (1 
2 1 

(~ 
! (1 
2 1 

! (1 
2 1 

2 (~ 
1 ' (~ 

! (1 
2 1 

1" 

! (1 
2 1 

1 
-1 

o 
1 

1 
-1 

1 
-1 

o 
1 

o 
1 

1 
-1 

o 
o 
o 
o 
o 
o 
1 

-1 

o 
o 

-1 
1 

o 
-1 

g) 

(~ 

(~ 

(~ 

o 
1 

1 
-1 

o 
1 

o 
1 

1 
-1 

1 
-1 

1 
o 
o 
1 

o 
-1 

o 
o 
o 
o 
o 
o 
o 
1 

o 
o 

o 
-1 

-1 
1 

g) 
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TABLE XVI contd 

A~ 4 

3 

! (1 
2 1 

! (1 
2 1 

(~ 
! (1 
2 1 

(~ 
! (1 
2 1 

(~ 
(~ 
(~ 

H~ 
! (1 
2 1 

(~ 
! ('1 
2 1 

(~ 
(~ 
G 

! (1 
2 1 

(~ 
! (1 
2 1 

(~ 
(~ 
(~ 
(~ 

! (1 
2 1 

! (1 
2 1 

! (1 
2 1 

(~ 
! (1 
2 1 

(~ 
(~ 
o 

o 
1 

1 
-1 

o 
1 

1 
1 

o 
1 

1 
o 
1 
o 
1 

-1 

1 
o 

o 
1 

1 
o 
1 
o 
1 

-1 

o 
1 

1 
1 

o 
1 
1 
'2 
1 
'2 

1 
o 
1 
o 
1 

-1 

1 
1 

1 
o 
1 
1 

o 
1 

1 
o 
1 
o 

1 
-1 

1 
-1 

o 
o 
o 
o 
o 
o 
1 

-1 

o 
o 
o 
1 

1 
-1 

o 
o 
1 

-1 

o 
1 

1 
-1 

o 
o 
o 
1 

1 
-1 

o 
o 
o 
o 
1 

-1 

o 
o 
1 

" 1 

" o 
1 

1 
-1 

o 
o 
1 

-1 

1 
1 

o 
1 

1 
-1 

o 
o 
o 
1 

1 
-1 

o 
o 
o 
o 
1 

-1 

o 
o 
o 
1 

o 
1 

o 
o 
1 

-1 

o 
1 

1 
-1 

o 
o 
o 
1 

o 
1 

o 
o 
o 
o 
1 

-1 

o 
o 
1 

" 1 -" 
o 
1 

o 
1 

o 
o 
1 

-1 

1 
-1 

o 
1 

1 
-1 

o 
o 
o 
1 

o 
1 

Let G be an arbitrary simple algebra. We take a 
regular subalgebra of G from each class of conjugate 
regular subalgebras. Suppose such a regular sub­
algebra is the direct sum of simple ideals 
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-1 
1 

o 
-1 

o 
o 
o 
o 
o 
o 
o 
o 
1 

" 1 
-2 

o 
o 
o 
o 
o 
o 
o 
o 
1 

-1 

o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

-1 
1 

o 
-1 

(~ 
(~ 

G 
(~ 
(~ 

1 
o 
1 
o 
1 

-1 

o 
1 

1 
-1 

1 
o 
1 

-1 

1 
1 

o 
1 

1 
o 

1 
o 
1 

-1 

1 
1 

1 
1 

o 
1 

1 
-1 

1 
o 
1 

-1 

1 
-1 

o 
1 

1 
o 
1 
o 

1 
o 
1 

-1 

1 
1 

o 

o 
1 

o 
o 
o 
o 
o 
o 
o 
1 

o 
o 
1 

-1 

1 
-1 

o 
o 
o 
1 

1 
-1 

o 
1 

o 
o 
1 

-1 

1 
-1 

o 
o 
o 
o 
o 
1 

o 
o 
1 
o 
1 

-1 

1 
-1 

o 
o 
o 
1 

1 
o 
1 

-1 

o 
1 

o 
o 
1 

-1 

1 
-1 

G' = Gi + GZ + ... + G;. 

o 
o 
o 
o 
o 
1 

o 
o 
1 

-1 

o 
2 

o 
o 
o 
1 

1 
-1 

o 
1 

o 
o 
1 

-1 

o 
2 

o 
o 
o 
o 
o 
1 

o 
o 
1 
o 
1 

-1 

o 
2 

o 
o 
o 
1 

o 
1 

1 
-1 

o 
1 

o 
o 
1 

-1 

o 
2 

o 
-1 

-1 
1 

o 
o 
o 
o 
o 
o 
o 
o 
o 
1 

o 
o 
o 
o 
o 
o 
o 
o 
o 
1 

o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

o 
-1 

-1 
1 

~) 
-1) 
-1 

In this subalgebra G' we take a complete set of non­
conjugate semisimple S-subalgebras. If Gi is a semi-
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TABLE XVII. Subalgebras of the type G 2' simple S-subalgebra of the algebra G:, then 
Regular 

C-C +C + .. ·+C Algebra subalgebra Index Defining matrix - 1 2 S 

B3 B3 
1 ( 1 

2 -~) - 1 -1 is a semisimple S-subalgebra of the algebra G' and, 
3 -2 -1 -1 therefore, is an R -subalgebra of the algebra G. If 

B4 B 3;D4 1 ( 1 
2 -1 

g) f~lY) is the defining matrix of the subalgebra Cy with 
- 1 -1 2 
3 -2 -1 -1 respect to G;, then 

D4 D4 
1 ( 1 

2 -1 

~) 
s 

- :0 -() - 1 -1 2 f ik :::: f i { 3 -2 -1 -1 y=l 

Bs B 3;D4 1 ( 1 
2 -1 0 

~) is the defining matrix of C with respect to G' and - 1 -1 2 0 
3 -2 -1 -1 0 n' 

Ds D4 
1 ( 1 

2 -1 0 

~) fim :::: :0 J;kfkm' - 1 -1 2 0 
3 -2 

k=1 
-1 -1 0 

As As 2 
1 ( 1 

2 -1 0 1 -2 -~) the defining matrix of C with respect to G, with fkm 
- 1 -1 2 0 -2 1 -1 the defining matrix of G' with respect to G. Applying 3 -2 -1 -1 0 1 1 2 the Weyl group of G simultaneously to the rows of the 

Bs B 3;D4 1 ( 1 
2 -1 0 0 0 

g) defining matrix,'all the equivalent defining matrices 
- 1 -1 2 0 0 0 
3 -2 -1 -1 0 0 0 corresponding to all conjugate subalgebras are ob-

Ds D4 
1 (1 

2 -1 0 0 0 

~) 
tained. 

- 1 -1 2 0 0 0 In Tables XV -:xx all simple subalgebras of rank 3 2 -1 -1 0 0 0 
exceeding 1 for the classical algebras up to rank 6 

T ABLE XVIII. Simple subalgebras of the type A3 ~ D3. 

Regular Defining matrix Defining matr ix 
Algebra Subalgebra Index G = (e 2 + e3, e1 - e2, e2 - e3) {; = (e 1 - e2, e2 - e3, e3 - e4) 

B3 A3 

G 
0 

D ~l 
1 ~:) 1 1 -1 

0 2 1 -1 
-1 1 

A4 A3 1 

G 
0 -1 

-1) (-i 
-1 -1 -1 !) -1 0 1 -1 1 3 -1 -1 "2 -1 0 -1 1 4' -1 -1 3 -1 

-1 -1 -1 3 

B4 A3 1 ' 

G 
1 1 -~) 

1 1 1 
1 1 -1 1 1 1 -3 2" -1 1 -1 4' 1 -3 1 

-3 1 1 

A3 1" 

G 
0 0 

~) ~l 
1 1 !) 1 0 1 -1 -1 

0 1 2" 1 -1 
-1 -1 1 

C4 A2 2 1 

G 
1 1 

-~) e 1 1 1 
3 

1 1 1 -3 2" 1 -1 
-1 1 -1 4' -1 1 1 -3 

-1 -3 1 1 

D4 A3 1 ' 1 

G 
1 1 

±1) 
3 1 1 ±1 

1 -1 ±1 1 -1 1 1 '1'1 2" -1 1 '1'1 4' -1 1 -3 ±1 
-1 -3 1 ±1 

A3 1" 

G 
0 0 

~) ~l 
1 1 

!) 1 0 1 -1 -1 
0 1 2" 1 -1 

-1 1 

As A3 

G 
1 0 0 -1 

-1) (-i 
-1 -1 -1 0 0 

1 -1 0 0 1 -1 1 3 -1 -1 0 0 2" -1 0 0 -1 1 4' -1 -1 3 -1 0 0 
-1 -1 -1 3 0 0 

As 2 

G 
0 0 0 0 -g) (~l 

1 1 -1 -1 ~l) 1 0 0 -1 1 -1 -1 1 1 -1 
0 1 -1 0 2" 1 -1 1 -1 1 

-1 -1 1 -1 1 1 

B5 A3 1 ' 1 

G 
1 1 1 

g) t: 
1 1 1 

0 "2 1 -1 -1 1 1 1 -3 
-1 1 -1 4' -1 1 -3 1 

-1 -3 1 1 

A3 1" 

G 
0 0 0 g) ~l 

1 1 0 !) 1 0 0 1 -1 -1 0 
0 1 0 "2 1 -1 0 

-1 -1 0 
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TABLE XVIII contd 

Cs A2 2 
1 

G 
1 1 1 

~) e 1 1 1 !) 3 

2" 1 -1 -1 1 1 1 -3 
-1 1 -1 4 -1 1 -3 1 

-1 -3 1 1 

Ds A3 1 ' 1 

G 
1 1 1 

~) (-: 1 1 1 r 2" 1 -1 -1 1 1 1 -3 
-1 1 -1 4 -1 1 -3 1 

-1 -3 1 1 

A3 1" 

G 
0 0 0 

D ~l 
1 1 0 !) 1 0 0 1 -1 -1 0 

0 1 0 2" 1 -1 0 
-1 -1 1 0 

A6 A3 1 

G 
1 0 0 0 -1 

-1) ~; 
-1 -1 -1 0 0 

l) 2" -1 0 0 0 1 -1 1 3 -1 -1 0 0 
-1 0 0 0 -1 1 4 -1 -1 3 -1 0 0 

-1 -1 -1 3 0 0 

As 2 

G 
0 0 0 0 0 -~) ~l 

1 1 0 -1 -1 -I) 1 0 0 0 -1 1 -1 -1 0 1 1 -1 
0 1 0 -1 0 2' 1 -1 0 1 -1 1 

-1 -1 1 0 -1 1 1 

B6 A3 1 ' 1 

G 
1 1 1 0 

~) 
1 1 1 0 

!) 2" 1 -1 -1 0 1 1 1 -3 0 
-1 1 -1 0 4 1 -3 1 0 

-3 1 1 0 

A3 1" 

G 
0 0 0 0 

~) ~! 
1 1 0 0 !) 1 0 0 0 1 -1 -1 0 0 

0 1 0 0 2" 1 -1 0 0 
-1 -1 1 0 0 

As; 2A3 2 

G 
1 0 0 0 

D ~! 
1 1 1 1 -:) 0 1 1 0 1 1 -1 -1 -1 

0 0 0 1 2" -1 1 1 -1 -1 
-1 -1 -1 -1 1 1 

C6 A~ 2 
1 

G 
1 1 1 0 

~) (-: 1 1 1 0 !) 2" 1 -1 -1 0 1 1 1 -3 0 
-1 1 -1 0 4 -1 1 -3 1 0 

-1 -3 1 1 0 

A2 4 

G 
1 0 0 0 

D (-l 
1 1 1 1 -:) s 

0 1 1 0 1 1 -1 -1 -1 
0 0 0 1 2" -1 1 1 -1 -1 

-1 -1 -1 -1 1 1 

D6 A3 1 ' 1 

G 
1 1 1 0 

~) (i 1 1 1 0 0 

2" 1 -1 -1 0 1 1 1 -3 0 0 
-1 1 -1 0 4 -1 1 -3 1 0 0 

-1 -3 1 1 0 0 

A3 1" 

G 
0 0 0 0 

~) ~l 
1 1 0 0 

I) 1 0 0 0 1 -1 -1 0 0 
0 1 0 0 2" 1 -1 0 0 

-1 -1 1 0 0 

As; 2A3 2 

G 
1 0 0 0 

±D (-! 
1 1 1 1 'I) 0 1 1 0 1 1 -1 -1 -1 '1'1 

0 0 0 1 2" -1 1 1 -1 '1'1 
-1 -1 -1 -1 1 ±1 
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TABLE XIX. Simple subalgebras of type B 3. 

Regular 
Algebra subalgebra Index Defining matrix 

B4 B3;D4 

G 
0 0 

g) 1 0 
0 1 

D4 D4 

G 
0 0 g) 1 0 
0 1 

B5 B3;D4 

G 
0 0 0 

g) 1 0 0 
0 1 0 

Ds D4 

G 
0 0 0 

g) 1 0 0 
0 1 0 

As As 2 

G 
0 0 0 0 o -1) 
1 0 0 0 -1 0 
0 1 0 -1 o 0 

Bs B3;D4 

G 
0 0 0 0 

g) 1 0 0 0 
0 1 0 0 

Ds D4 

G 
0 0 0 0 

g) 1 0 0 0 
0 1 0 0 

(except the trivial cases A4 - D 4' A 5 - D 5) are given. 
These tables contain the minimal including regular 
subalgebra, the index of the simple algebra with res-
pect to the simple algebra and the highest defining 
matrix. If the same index corresponds to different 
subalgebras B 2 ~ C 2 and A3 ~ D3, two kinds of defin-
ing matrices are given according to the different 
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Foundation, Grant GP-9632. 

t The co-author (M.L.) wishes to express his gratitude to the Dean 
of the Facultad de Ciencias of the Universidad de Madrid for 
granting him leave of absence. 
This work contains part of the dissertation of M.L. which was 
written at Saint Louis University. (Tesis Doctoral, Universidad 
de Madrid, Spain, 1972) 
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Errata: S Matrix in the Heisenberg Representation 
[J. Math. Phys.ll, 3487 (1970)] 

Edith Borie 
National Bureau of Standards, Washington, D.C.20234 

(Received 15 May 1972) 

Equation (2. 14) should read -h,(S Imn(GnpS p bG(+)ma + G-nPs , . a ,pab 

X (G(+)ma + G(+)am)) G(+)lb) '. 
,J. 

Equation (3.9) should read: only the second term is affected. 

(0, + colO, -co) ==Cti:= eiW[¢l. 
The following changes should be made in Appendix A: 

Equation (3. 19) should read 
G = G+- G- = (1 + G OiXi)G o(1 + X"GOT); (A8d) 

G(±)== (1 + G oX)G o(±)(1 + X±G o±); (A8e) \ 

W) = ~i SkZG(+)kl- Hs I GIPS bG(')mnG(+)ab). 
• ,J • mn .pa .J 

- 1.(S k G(+)kIG(+)mn). 
8 • lmn .J 

G(+)ij = - C(-)ji. (ASj) 
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